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Abstract. The focus of our this article is to familiarize a new concept of
operators including, interval-valued Pythagorean fuzzy hybrid weighted
averaging (IVPFHWA) aggregation operator, interval-valued Pythagorean
fuzzy ordered weighted averaging (IVPFOWA) aggregation operator and
interval-valued Pythagorean fuzzy weighted averaging (IVPFWA) aggre-
gation operator. We also discuss some of their basic properties includ-
ing idempotency, boundedness, commutativity and monotonicity. We also
give some examples to develop these proposed operators. The advantage
of the propose operators is that these operators provide more accurate
and precise results as compare to the existing method. Finally, we ap-
ply these operators to deal with multiple attribute group decision making
(MAGDM) by using the Pythagorean fuzzy numbers.
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1. INTRODUCTION

Fuzzy set is introduced by Zadeh [38]. In fuzzy set Zadeh only discussed membership
function. After the extensions of fuzzy set theory Atanassov generalized this concept and
introduced a new concept called IFS. In [1, 2, 3, 16, 18, 20] many scholars worked in
intuitionistic fuzzy set theory. In [4, 5, 6, 7] K. Atanassov presented the idea of IFS. Actu-
ally Atanassov introduced this new concept which is a generalized form of the FS. In [11]
Gau and Buahrer familiarized the concept of another set called vague set. After the appear-
ance of vague set, Hong and Choi, Chen and Tan [15, 9] respectively, developed some basic
techniques to handle MADM using vague set. In [8] Burilo and Bustin developed a relation
between the two famous sets called vague set, and IFS. They also mathematically proved
that these sets are equivalent. In [5] K. Atanassov and Gergov presented the idea of the IV-
IFS, which is a generalization of IFS. In [32] Yager familiarized the model of Pythagorean
fuzzy set. The most important and central research topic is aggregation operators. There
are many scholars worked in this area and introduced several operators. In [34] Yager and
Kecprzyk, in [33, 35, 36, 37] Yager, in [30] Xu and Da in [10] Chen and Chen, in [12, 13]
Chiclena et al., in [22] Harrera et al. in [25, 26] Xu, in [21] Tan and Chen, worked in
this field. Like the other scholars, Mitchell also worked in this area. In [17] he introduced
the notion of IOWA operator. In [27] Xu introduced the concept of some new averaging
aggregation operators including, IFOWA operator and IFHA operator. In [14] Yager and
XU also worked in this field and familiarized specific new types of geometric operators
including, IFHG operator, IFOWG operator, IFWG operator, and discussed the importance
of the IFHG operator to MCDM problems under the IF information. Like other scholars,
in [24] Wei worked in the field of aggregation operators and introduced the notion of the
two new type’s aggregation operators such as, I-IFOWG operator and I-IIFOWG operator.
In [39] Zhao et al. also worked in this area and introduced Specific types of new operators.
Z.S. Xu. and R. R, in [31] presented the notion of DIFWA operator and UDIFWA opera-
tor. This idea used by Wei in [23] defined DIFWG operator as well as UDIFWG operator.
Yager and Filav in [35] introduced the notion of the I-OWA operator, which is the extension
of the OWA operator and the IIFHA operator. Z. S. Xu, in [28, 29] familiarized the notion
of IFHG operator, IFOWG operator, and IIFHA operator, IFOWA operator, [IFWA oper-
ator and also proved the importance of IIFHA operator to MADM problems. X. Peng and
Y. Yang, in [19] developed some properties of interval-valued Pythagorean fuzzy numbers.

Thus keeping the advantages of the above mention aggregation operators in this arti-
cle we introduce the notion of some new operators based on IVPFNSs, such as, IVPFHA
operator, IVPFOWA operator and IVPFWA operator and apply them to group decision
making. We also discuss some of their basic properties including idempotency, bound-
edness, commutativity and monotonicity. We also give some examples to develop these
proposed operators. These operators provide more accurate and precise results as compare
to the existing method.

The remainder paper can be constructed as. In Section 2, we present some straightfor-
ward explanations connected to our later sections. In Section 3, we familiarize IVPFWA
operator, IVPFOWA operator and IVPFHA operator. In Section 4, we developed the ad-
vantage of the propose operator. In Section 5, we have conclusion
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2. PRELIMINARIES

Definition 2.1. [19] Let K be a universal set, then an interval-valued Pythagorean fuzzy
setl in K can be defined as:

I= ko (k) 0r (B)) | k€ K}, (1)

where
pr (k) = [uf (k) , uf (k)] € [0,1], (2)
vr (k) = [vf (k),vf (k)] € [0,1]. (3)
Also
pg (k) =inf pr (k), (4)
(k) =sup ps (k), (5)
v} (k) = infor (k), (6)
vj (k) = supvy (k). (7)
And also
0< (uh (k)" + (v ()" < 1. (8)
If

71 (k) = [ (k), 7} (k)] , forall k € K, (9)

then it is said to be the interval-valued Pythagorean fuzzy indéxof/, where

2

73 (k) = /1= (4 (1) — (o} (), (10)

and

7 (k) = /1= (g (R))? — (v (R))%. (1)

Definition 2.2. [19] Let A = ([u$,14], [v$,v4]) be an interval-valued Pythagorean
fuzzy number, then

SO =3 [0 + (68)" - ) = ()] (12)

N =

and

HO) =3 [0+ () + 0+ (4)7], (19

be the score function and accuracy degree oéspectively.

Definition 2.3. [19] Let\ = ([u‘)‘\,ulﬂ , [U‘;,Ui]) S A = ([uil,ugl} , [U‘;l,vf\l]) s Ay =
([1%,,15,] 5 [v4,, 05, ]) be the three interval-valued Pythagorean fuzzy numbersgiand
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0, then the following operational laws hold:
oA = (Wl—(1—<w;>2)5v1—(1—(//;)2)1,[wi)‘i(vR)‘s}), (14)
' = ([wi)‘s,(u’;)‘s},Nl—(1—<vz>2)W1—(1—(v§)2)5D, (15)
ot = [ttt ] [wv;)t(v;f—(v;f(v;)%

[ Vs)?

A DAy =

Example 2.4. Let

A = ([0.3,0.5],[0.4,0.8]),
A = ([0.4,0.6],[0.4,0.7]),
X2 = ([0.2,0.6],[0.5,0.7]).
ando = 2, then
(1)
5 5
A = [\/1_ (1= 0)°) ’\/1_ (1 64)) ]
(@9, ()]
= (]0.414,0.661] ,[0.16,0.64])
(2)
5 (12, (1)’
A =
o - (e ]
= ([0.09,0.25],[0.542,0.932])
(3)

a a (Ua
M ®A = ([mlmz,uﬁlu’g], [ \\//( A

([0.08,0.36] , [0.608, 0.860] )
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(4)

a 2 a 2 a 2 a 2
V)" + (8,)" = (18,)" (13"
AL DA = 2 2 2 2
v VOB + (08" = (4, (1)
[U§1 UK2’U>\10>\2]
([0.44,0.768] , [0.2,0.49))
Definition 2.5. [29] Let © be the set of all interval-valued intuitionistic fuzzy values and
Aj = ([u‘;j,u‘;j} , [vij,vﬁjb (j =1,2,...,n) be a collection of interval-valued intu-
itionistic fuzzy valves, and Ié0/ ITFW A: O™ — O, if
IVIFW Ay (M, A2y Az, oy Ap)

)

n

() g ).

j=1 j=1

U )]

j=1 =

» (18)

wherew = (wy,ws, ..., w,)" is the weighted vector of; (j = 1,2, ..., n) withw; € [0, 1]

and _ w; = 1. ThenI[VIFW Ais called interval-valued intuitionistic fuzzy weighted av-
j=1

eraging operator. Specially ib = (2,1, .. %)T then interval-valued intuitionistic fuzzy

weighted averaging operator is reduced to an interval-valued intuitionistic fuzzy averaging

operator.

Example 2.6. Let

A = ([0.3,0.4],[0.5,0.6])
X2 = ([0.2,0.3],]0.3,0.6]),
A3 = ([0.3,0.4],[0.3,0.4]),
A = ([0.3,0.5],[0.2,0.4]),

be the four interval-valued Pythagorean fuzzy values andlet (0.1,0.2,0.3, O.4)T be
the weighted vector of; (j = 1,2,3,4) , then we have

IVIFW Ay (A1, A2y A3, Ag)
-1 (1—,&)“” AT (1 —/fij)wj] :

_ Lﬁ1 (U§j>wj 7jﬁ1 Ojgj)wj]
= ([0.281,0.424] , [0.268.0.576]) .

Definition 2.7. [29] An interval-valued intuitionistic fuzzy ordered weighted averaging
operator of dimensiom is a mapping/lVIFOW A : ©™ — O that has an associated

weighted vector = (wy, ws, ..., w,)" With w; € [0,1] and )~ w; = 1, and is defined
j=1
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to aggregate a collection of interval-valued intuitionistic fuzzy valuggj = 1,2, ...,n),
according to the following expression:

IVIFOW Ay (A1, A2, Az, oy An)

n 'wj n IUj
=T (1-ng,,) =T (148, ]

j=1

- n wj n b w]
vy v
_1;[ ( Aa(j)) ’jl;[1< )‘a(j))

Where), ;) is the;*" largest value of\;. If w = (L, 1 %)T , then the interval-valued

intuitionistic fuzzy ordered weighted averaging operator is reduced to the interval-valued
intuitionistic fuzzy averaging operator.

Example 2.8. Let

A = ([0.4,0.5],[0.3,0.4]),
X = ([0.3,0.6],[0.2,0.4]),
A3 = ([0.3,0.4],[0.3,0.5]),
As = ([0.4,0.5],[0.1,0.3]),

and letw = (0.1,0.2,0.3,0.4)" be the weighted vector of; ( =1,2,3,4). First we
calculate the score function of;, we have

S(\) = 0.1,8(\s) =0.15,
S(N3) = —0.95,8(\) = 0.25.
Thus
S()\4) > S()\g) > S(/\l) > S ()\3)
Hence
)\0(1) = ([0.4,0.5],[0.1,0.3])
)\0(2) = ([0.3,0.6],[0.2,0.4])
)\0(3) = ([0.4,0.5],[0.3,0.4])
)\0(4) = ([0.3,0.4],[0.3,0.5])

IVIFOW Ay (M1, A2, A3, As)

4 wj 4 b wj
I_H(l_uiom) ’1_H<1_“>\au>) ’

Jj=1

- 4 w; 4 b w;
v§ v
I1 ( kgm) ’jH1< /\am)

j=1 =

= ([0.341,0.485] , [0.247,0.424]) .

Definition 2.9. [29] The IV IF H A operator ofn dimension is a mappingVIFHA :
O™ — O, which has an associated vecter= (wy, wa, ...,wn)T, such thatw; € [0, 1]
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n
and ) w; = 1. Furthermore
j=1

IVIFH Ay (A1, Ao, Ageooy An)

1- ﬁ (1—/1‘-1 )%7

,_.
|
—s
/N
—
|
/N
=
>
q
o
N———
N———
&
| I

ol Ao (3) e
_ = ) ' N , (20)
a ’ b 7
Ll:ll (U/\a<1)> ’jl;ll (UM(;)) ]

where), ;) be thej" largest of the weighted intuitionistic fuzzy vall}qs(/'\j = nijj) :
w = (wy, ws, ...,wn)T is the weighted vector of; (j = 1,2, ...,n) such thatw; € [0, 1]

and )" w; = 1, andn is the balancing coefficient, which plays a role of balance. If the vec-

j=1
tor (wy,ws, ..., w,)" approaches(?,
approacheg\, Ao, ..., )\n)T .

1

n’

. %)T7 then the vectofnw A1, ..., nwn )"

Example 2.10. Let

A = (]0.3,0.5],[0.3,0.4]),
X2 = ([0.3,0.5],[0.2,0.4]),
As = ([0.3,0.4],]0.3,0.4]),
As = ([0.4,0.5],]0.1,0.2)),

and letw = (0.1,0.2,0.3, 0.4)T be the weighted vector of (j = 1,2, 3,4), then

A= ([0.132,0.242],[0.617,0.693))
Ao = ([0.381,0.425], [0.275,0.480]) ,
As = ([0.348,0.458],[0.235,0.333]) ,
A = ([0.558,0.670],[0.025,0.076]) .

Now we can find the scores &f (j = 1,2, 3, 4), we have
S (Al) —  _0.467,5 (Ag) —0.025
S (Ag) — 0.118,5 <A4) — 0.563

Then
doy = ([0.558,0.670],[0.025,0.076]),
Moy = ([0.348,0.458],[0.235,0.333])
Mo = ([0.381,0.425],[0.275,0.480])
Moy = ([0.132,0.242],[0.617,0.693]) .
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IVIFHAy . (M1, A2, A3, A1)

4 o wj
=11 (liu/‘\om) 1=

j=1

fl (- (2.,)"]

J
4 wj 4 b w4

%) ()

]1;11( Aa(]') 7]1;[1 >\U(j)

(0.308,0.399] , [0.290, 0.429])

3. SOME AVERAGING AGGREGATIONOPERATORSBASED ONINTERVAL-VALUED
PYTHAGOREAN FuzzyY NUMBERS

In this section, we introduce the notion of interval-valued Pythagorean fuzzy weighted
averaging operator, interval-valued Pythagorean fuzzy ordered weighted averaging opera-
tor and interval-valued Pythagorean fuzzy hybrid averaging operator. We also discuss some
desirable properties and give some examples.

3.1. Interval-Valued Pythagorean Fuzzy Weighted Averaging Aggregation Operator.
Interval-valued Pythagorean fuzzy weighted averaging aggregation operator and some of
their properties are already defined in [19] but here we give some examples to improve the
proposed operator.

Definition 3.1. Let \; = ([Miﬂuﬂ , [vgj,vﬁjb (j =1,2,...,n) be a collection of
interval-valued Pythagorean fuzzy valves, ti&hP F'1V A can be defined as:

IVPFEW Ay (AL, Az, Ags ooy An)

Rt )

wherew = (w1, wa, ...,wn)T is the weighted vector of; (j =1,2,3,...,n), withw; €
[0,1]and > w; = 1.

j=1

Example 3.2. Let

A = ([0.3,0.4],[0.5,0.7])
X2 = ([0.2,0.6],[0.3,0.6]),
A3 = ([0.3,0.6],[0.3,0.5])
A o= ([04,0.7],]0.2,0.6])
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be the four interval-valued Pythagorean fuzzy values andlet (0.1,0.2,0.3, 0.4)T be
the weighted vector of; (j = 1,2, 3,4), then we have

IVPEW Ay (A1, X2, Az, \s)

S (= Ga)) - (- () ).

1 ()" 11 )"

j=1
= (]0.330,0.632],[0.268,0.576]) .
Theorem 3.3. (Commutativity):
IVPFWA, (A1, Az, ... An) = IVPFWA, (A, Xy, .o, \,) , (22)

where(\, Ay, ..., X, ) is any permutation ofA1, Az, ..., \,) andw = (w1, ws, ..., w,)" the
weighted vector ok;, \; wherej = 1,2, ..., n.
Proof. Straightforward. O
Theorem 3.4. (Idempotency): I; = Aforall j (j =1,2,...,n), then

IVPFWA, (A1, Az, ..; Ap) = A, (23)

Proof. Straightforward. -
Example 3.5. Let

A= ([0.3,0.4],[0.6,0.7]),

Ao = ([0.3,0.4],[0.6,0.7))

A3 = ([0.3,0.4],[0.6,0.7]),

andw = (0.2,0.3,0.5) be the weighted vector of;, then
IVPFW Ay (A1, A2, A3)

JRE T RE ]

— ([0.3,0.4],]0.6,0.7]).

Theorem 3.6. (Boundedness): Let; = ([,ng,ugj] , {vij,vgj}) (j=1,2,..,n) be a
collection of interval-valued Pythagorean fuzzy valves andlet (w1, wo, ...wn)T be the

weighted vector ok; (j = 1,2, ...,n) ,such that) ® w; = 1,then
j=1

>\min S IVPFWAw (>\17 >\2a )‘3a (RX3) )\n) S )\max-
Proof. Straightforward. O
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Theorem 3.7. (Monotonicity): IfA; < /\'j forall j(j =1,2,...,n), then

IVPFWA, (A1, Az, ..., An) < IVPEWA, (A}, Ay, oy A ) - (24)

Proof. Straightforward. O

Example 3.8. Let

A = ([0.3,0.5],[0.5,0.7]),

A2 = ([0.4,0.5],[0.6,0.7]),

A3 = ([0.2,0.4],[0.6,0.8]),
and

A, = ([0.3,0.6],[0.3,0.5]),

X, = ([0.5,0.7],[0.2,0.6]),

X; = ([0.6,0.8],[0.4,0.5]),

be the three interval-valued Pythagorean fuzzy values and tet (0.2, 0.3, O.5)T be the
weighted vector of then we have

IVPEFW Ay (M1, Aa, As)

B0 0s)) R 08)) ]
() 0 ()]

—_

j=1

(0.295,0.454] , [0.578,0.748]) .

Again

IVPFW Ay (A7, A, As)

Fo ()R ()]
f6x) 0 ()]

Jj=1

= ([0.528,0.742] , [0.306,0.528]) .

3.2. Interval-Valued Pythagorean Fuzzy Ordered Weighted Averaging Aggregation
Operator.
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Definition 3.9. Let\; = ({Mij,ui’\j} , {vij,vﬁj}) (j =1,2,...,n) be a collection of in-
terval valued Pythagorean fuzzy valves, then an IVPFOWA operator can be define as:

IVPFOW Ay (M1, A2, A3, 0005 An)

B () (- )

()" 11 (4,)7)

j=1 =1

» (25)

wherew = (wy, wy, ..., w,)" be the weighted vector with; € [0,1] and 3" w; = 1 and
j=1
Ao (j) is the ™ largest value of\;.

Theorem 3.10. Let \; = ({pij,/ﬂ;j} : [vﬁj,vﬁjD (j =1,2,...,n) be a collection of
interval valued Pythagorean fuzzy valves, by applying the IVPFOWA operator, then their
aggregated value is also IVPFV.

Proof. Proof is easy so it is omitted here. O
Theorem 3.11. (Commutativity):
IVPFOWA, (, A1, A2, ...; An) = IVPFOWA, (A1, Ay, .., \,) , (26)

where(X}, Xy, ..., \,,) isany permutation ofAy, Xz, ..., A,) , andw = (w1, wy, ..., w,)" the
weighted vector ok;, \; wherej = 1,2, ..., n.

Proof. Straightforward. O
Theorem 3.12. (Idempotency): Ih; = A forall j (j =1,2,...,n), then
IVPFOWA, (, A1, Az, .. An) = A (27)
Proof. Straightforward. d
Theorem 3.13. (Boundedness): Let; = ([M‘A{?,u’;j} , [vij,vij}) (j=1,2,..,n) be a
collection of interval-valued Pythagorean fuzzy valves andlet (wq, ws, ...wn)T be the
weighted vector ok, ;) (j = 1,2,...,n), such thatznj1 w; =1, then
j=
Amin < IVPFOWA, (A1, A2, A3, oos An) < Amax- (28)
Proof. Straightforward. 0
Theorem 3.14. (Monotonicity): If); < Xj forall j (j =1,2,...,n), then
IVPFOWA, (, A1, A2, ..., An) < IVPFOWA, (X}, Ay, -y A, ) - (29)
Proof. Straightforward. O
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Example 3.15. Let

A = ([0.4,0.6],[0.3,0.7)),
X2 = ([0.3,0.6],[0.2,0.7]),
As = (]0.3,0.8],[0.3,0.5]),
A = ([04,0.9],[0.1,0.3]),

be the four interval-valued Pythagorean fuzzy values andlet (0.1,0.2,0.3, 0.4)T be
the weighted vector of; (j = 1, 2, 3, 4) . Firstwe calculate the scores &f (7 = 1,2,3,4),
thus we have

S(\1) = —0.03,5(\2) = —0.04
S(A3) = 0.19,5(\) =0.43
Thus
S (A1) > S (A3) > S (A1) > S(A2)
Hence
Aoy = ([0.4,0.9],[0.1,0.3]),
Aoz = ([0.3,0.8],[0.3,0.5]),
Ao = ([0.4,0.6],[0.3,0.7]),
Aoy = ([0.3,0.6],[0.2,0.7]).
Thus

IVPFOW Ay, (A1, A2, A3, As)

R0 b)) A )

[ﬁ (U§a<1>>wj ’jﬁ[ (Ugom)wj]

j=1 1
= ([0.344,0.703] , [0.228, 0.601]) .

3.3. Interval-Valued Pythagorean Fuzzy Hybrid Weighted Averaging Aggregation Op-
erator.

Definition 3.16. An interval-valued Pythagorean fuzzy hybrid averaging operator of di-
mensionn is a mapping/lVPFHA : ©" — ©, which has an associated vector =

(w1, ws, ...,wn)T , such thatw; € [0,1] and > w; = 1. Furthermore
j=1

IVPFHAy.w (A1, A2, s An)

fRE )T RC T

()7 T ()]

, (30)
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wherel, ;) is thej" largest of the weighted Pythagorean fuzzy valiq,eé)\j = nijj) W=
(w1, wa, ...,wn)T is the weighted vector of; (j = 1,2, ...,n) such thatw; € [0,1] and

>~ w; = 1, andn is the balancing coefficient, which plays a role of balance. If the vector
j=1

(w1, ws, ..., w,)" approachegt, 1

L1 17T thenthe vectotnuw Ar, nws s, ..., nw, An) "
approachegA;, Aa, ..., \n)” .

Theorem 3.17. Let \; = ([uij,ulj\j , vij,vﬁjD (j=1,2,...,n) be a collection of
IVPFVs, by the applying of IVPFHA operator, then their aggregated value is also IVPFV.

Proof. Proof is easy so it is omitted here. O

Example 3.18. Let

A = ([0.4,0.7],[0.3,0.4]),
Ao = ([0.3,0.6],[0.2,0.4]),
A3 = ([0.3,0.7],[0.3,0.5])
A = ([04,0.8],]0.1,0.3]),

be the four interval-valued Pythagorean fuzzy values andlet (0.1,0.2,0.3, O.4)T be
the weighted vector of; (j = 1,2, 3,4), thus

A= ([0.259,0.485],[0.617,0.693]) ,
X2 = ([0.269,0.547],[0.275,0.480]) ,
As = ([0.327,0.744] , [0.235,0.435]) ,
A = (]0.493,0.897],[0.025,0.145]) .

Now we can find the scores bf (j = 1,2,3,4) .

s (M)

S (Ag) — 0.208,5 <A4) — 0.513

~0.279, S (Az) —0.032

Thus
S (A4) > s(Ag) > S (AQ) > S(Al)
Hence
Aoy = ([0.493,0.897],[0.025,0.145]) ,
Aoy = ([0.327,0.744],[0.235,0.435]) ,
Aoy = ([0.269,0.547],[0.275,0.480]) ,
Aoy = ([0.259,0.485],[0.617,0.693]) .
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Thus
IVPFH Ay (A1, A2, Az, Ag)

_ \/1 _]ﬁ[l (1 - (N(i,m)Q)wJa \/1 _jfl1 (1 B (u’;am)2>wﬂ'| |
[ﬁ (Ugam)wj » _ﬁl (Ugc,(j))%

Jj=1 Jj=

= (]0.705,0.793] , [0.109, 0.300]) .

Theorem 3.19. An IVPFWA operator is a specials case of IVPFHA operator.

Proof. Letw = (£, 1, ..., 1 )T,then we have

nonyttt o

IVPFHA,, ., ()\1, Ao,y ey /\,,L) = wl;\g(l) (&) ng.\g(z) D..D wn).\g(n)

1 /. . .

= (Aou) DAs(2) D B Aa(n))
1

= - (nwiA @ nwsia @ ... ® nwpy,)

= WA Dwada B ... Bwy N\,

= IVPFWA, (A1, A2y ooy An) -

O
Theorem 3.20. The IVPFOWA operator is a specials case of the IVPFHA operator.

Proof. Letw = (1,1 ., %7)T,and)'\j = nw;\; =n (1)) = A, then
IVPFHA, & (A1, A2, s M) = wido(1) ® Wadko(2) ® oo © WnAg(n)
wl)\a(l) 53] w2)\a(2) bD...D w’n/\a(n)

= IVPFOWA, (A1, A2, ..o An) -

4. AN APPLICATION OF THE PROPOSED AGGREGATION OPERATORS TO
MULTIPLE ATTRIBUTE DECISION MAKING PROBLEM

Algorithm: LetS = {51, 5, ..., S, } be aset of alternatives, and’ = {Fy, Fs, ..., F},, }
be the set ofn attributes andv = (w1, wo, ...,wm)T be the weighted vector of the at-

tributesF; (i = 1,2,...,m) such thatw; € [0,1] and>_ w; =1

=1

Step 1: In this step the decisions makers provide the decision information in the follow-

ing form;
i=1,2,3,...m
Dmxn = [/\Zj]mxn < ] — 17273’ o > .

Step 2: Compute,; (j = 1,2, ...,n) by using thel VP F'W A aggregation operator.

Step 3: Compute the scoresf(j = 1,2, ...,n). If there is no difference between two
or more than two scores, then have we must to calculate the accuracy degrees.
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Step 4: Arrange the scores function of the all alternatives in the form of descending
order and select that alternative, which has the highest score function value.

Example 4.1. Suppose a customer wants to buy a laptop from different laptopts,,|6t, Ss,
represent the three laptops of different companies. Hietfs, F3, Fy, be the criteria of

these laptops. In the process of choosing one of the best laptops, four factors are consider.
I : price of each laptopF; : model of each laptopts : design of each laptopF} : betree

of the laptop. Suppose the weighted vectar,afi = 1,2,3,4) isw = (0.1,0.2,0.3, 0.4)T,

and the interval-valued Pythagorean fuzzy values of the alternattig = 1, 2, 3,4) are
represented by the following decision matrix

For IPFWA Operator
Step 1: The decision maker give his decision in table 1.

Tablel Pythagorean Fuzzy Decision Matrix

S S S3
Fi | ([0.3,0.5],[0.4,0.8]) | ([0.3,0.6],[0.2,0.7]) | ([0.3,0.5],[0.5,0.8])
F, | ([0.2,0.6],[0.3,0.7]) | ([0-4,0.5],[0.3,0.6]) | ([0.2,0.5],[0.2,0.6])
Fs | ([0.3,0.7],]0.2,0.5]) | ([0.2,0.6],[0.2,0.7]) | ([0.3,0.7],[0.4,0.7])
Fs | ([0.4,0.5],[0.4,0.6]) | ([0.4,0.6],[0.4,0.5]) | ([0.4,0.4],[0.2,0.8])

Step 2: Compute;, (j = 1,2,3)

A = ([0.330,0.593],[0.306,0.602])
X2 = ([0.344,0.582],[0.303,0.593])
A3 = ([0.330,0.548],[0.269,0.725))

Step 3: in this step we can find the scores\pfj = 1,2,3)
S(A\1) = 0.002,8(\)=0.007,
S(As) = —0.094,

Step 4: Arrange the scores of the all alternatives in the form of descending order and
select that alternative, which has the highest score function. Since A; > \3. Hence
So > 51 > S3. ThusS; is the best option for the customer.

For IPFOWA Operator
Step 1: In this step we construct the Pythagorean fuzzy ordered decision matrix.

Tablel Pythagorean Fuzzy Ordered Decision Matrix
S S S
Fi | ([0.3,0.7],]0.2,0.5]) | ([0.4,0.6],[0.4,0.5]) | ([0.3,0.7],[0.4,0.7])
Fo | ([0.4,0.5],[0.4,0.6]) | ([0.4,0.5],0.3,0.6]) | ([0.2,0.5],[0.2,0.6])
( | [ D[ | D[ ( | [ 1)
(I L D1 B D1 I D)

Fs | ([0.2,0.6],[0.3,0.7]) | ([0.3,0.6],[0.2,0.7]) | ([0.4,0.4],[0.2,0.8
Fi | ([0.3,0.5],[0.4,0.8]) | ([0.2,0.6],[0.2,0.7]) | ([0.3,0.5],[0.5,0.8
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Step 2: Compute,; (7 =1,2,3)

A = ([0.299,0.558],[0.342,0.692])
X2 = ([0.303,0.582],[0.232,0.656))
A3 = ([0.319,0.503],[0.309,0.745))

Step 3: in this step we can find the scores\pfj = 1,2, 3,4)
S(A\) = —0.097,8 () = —0.026
S(A\3) = —0.147,

Step 4: Arrange the scores of the all alternatives in the form of descending order and
select that alternative, which has the highest score function. Since A; > A3. Hence
Ss > 51 > S5.. ThusS; is the best option for the customer.

5. CONCLUSION

n this article, we have introduced the notion of IVPFWA operator, IVPFOWA operator,
and IVPFHA operator. We have also discussed some of their basic properties and give
some examples to develop the proposed operators. At the last we presented an application
of these proposed operators.
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