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Abstract. In this paper, we introduce a new class of bicomplex polyno-
mials, namely self-inversive bicomplex polynomials, and investigate the
necessary and sufficient condition for any bicomplex polynomial to be
self-inversive. We also study some other properties of this class of bicom-
plex polynomial with restricted coefficients.
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1. INTRODUCTION AND STATEMENT OF RESULTS

LetC2 be the bicomplex algebra, i.e.,

C2 = {x1 + ix2 + j(x3 + ix4) : x1, x2, x3, x4 ∈ R},
with i2 = −1, j2 = −1 andij = ji.
We remark that one can write bicomplex numberx1 + ix2 + j(x3 + ix4) asz1 + jz2

wherez1, z2 ∈ C1 = {x + iy : x, y ∈ R, i2 = −1}. Thus,C2 can be considered as
the complexification of the usual complex numbersC1 and a bicomplex number can be
considered as an element ofC2. C2 is considerably simplified by the introduction of two

bicomplex numberse1 ande2 defined ase1 =
1 + ij

2
ande2 =

1− ij

2
. For any bicomplex

numberZ = z1 + jz2 ∈ C2, one can write:

Z = αe1 + βe2,

whereα = z1 − iz2 andβ = z1 + iz2 are uniquely defined complex numbers (see [14,
Theorem 6.4, page 19] and [1, page 15]).
For bicomplex numbers, there are three possible conjugations. LetZ ∈ C2 andz1, z2 ∈ C1
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such thatZ = z1 + jz2 ∈ C2. Then we define the three conjugations as:

Z†1 = (z1 + jz2)†1 := z1 + jz2,

Z†2 = (z1 + jz2)†2 := z1 − jz2,

Z†3 = (z1 + jz2)†3 := z1 − jz2.

In this paper, we denoteZ†3 with Z, i.e.,

Z = z1 − jz2,

and if we writeZ = αe1 + βe2 whereα, β ∈ C1, thenZ = αe1 + βe2.
In the complex case the modulus of a complex number is intimately related with the com-
plex conjugation. Similarly, accordingly to each of the three conjugations, three possible
moduli arise:

|Z|j = ZZ†1 = (|z1|2 − |z2|2) + 2Re(z1z2)j,

|Z|i = ZZ†2 = z2
1 + z2

2 ,

|Z|ij = ZZ†3 = (|z1|2 + |z2|2)− 2Im(z1z2)ij.

Also the norm ofZ = z1 + jz2 define as follows

‖Z‖ =
√
|z1|2 + |z2|2.

We can easily show that ifZ = αe1 + βe2 whereα, β ∈ C1, then

‖Z‖ =

√
|α|2 + |β|2

2
.

SupposeZ, W ∈ C2 such thatZW = 1, then Z and W is said to be the inverse of
each other. An element which has an inverse is said to be invertible (non-singular) and
an element which does not have an inverse is said to be non-invertible (singular). For a
bicomplex numberZ = αe1 +βe2 ∈ C2, it is easy to verify thatZ is invertible if and only
if α, β 6= 0; in this case if we denote the inverse ofZ by Z−1, then we have

Z−1 = α−1e1 + β−1e2.

The following definition will be useful to construct a ”discus” inC2.

Definition 1. We say thatX ⊆ C2 is a cartesian set determined byX1 andX2 if

X = X1 ×e X2 := {z1 + jz2 ∈ C2 : z1 + jz2 = αe1 + βe2, (α, β) ∈ X1 ×X2}.
A special cartesian set inC2, which is called a discus is defined as follows:

Definition 2. Leta = a1 + jb1 = α1e1 + β1e2 wherea1, b1, α1, β1 ∈ C1, be a fixed point
in C2. We define the discus with centera and radiir1 andr2 and denote it byD(a; r1, r2)
as follows[14, Definition 9.1, page 45]:

D(a; r1, r2) = {z1 + jz2 ∈ C2 : z1 + jz2 = αe1 + βe2, |α− α1| < r1, |β − β1| < r2}.
The discusD(0; 1, 1) is called unit discus and when we say that a bicomplex number

Z = αe1 + βe2 lies on the unit discus it means that|α| = 1 and |β| = 1, but if
δ = αe1 + βe2, such that‖δ‖ = 1, then, it does not imply that|α| = 1 and|β| = 1.

For an open setU of C2, let f : U ⊆ C2 → C2 be a bicomplex function. There
is a definition for the derivative of a bicomplex function which looks quite similar to its
complex counterpart [6, Definition 1, page 4].



Self-Inversive Bicomplex Polynomials 57

Definition 3. The derivative of the functionf at a pointZ0 ∈ U is the limit, if it exists,

f ′(Z0) := lim
Z→Z0

f(Z)− f(Z0)
Z − Z0

,

for Z in the domain off such thatZ − Z0 is an invertible bicomplex number.
We shall say that the functionf is bicomplex holomorphic (C2−holomorphic) on an open
setU if and only if f isC2−differentiable at each point ofU .
For further details on bicomplex analysis, we refer the reader to [1, 7, 8, 9, 10, 14] and
references therein.

Let BPn denote the class of bicomplex polynomialsP (Z) =
n∑

k=0

AkZk of degreen

with Ak ∈ C2 for all 0 ≤ k ≤ n. We know that a complex polynomialP with zeros

{z1, ..., zn} is self-inversive if{z1, ..., zn} = { 1
z1

, ...,
1
zn
}. Some properties of complex

self-inversive polynomials have been studied [12]. Here we first define the bicomplex self-
inversive polynomials and then study some of its properties.

Definition 4. Let P ∈ BPn have at least one invertible root.P (Z) is self-inversive if and

only if P (Z) = 0 impliesP (
1
Z

) = 0.

Remark 1. All the zeros of a self-inversive bicomplex polynomial are invertible.

Let

P (Z) =
n∑

k=0

AkZk,

be a bicomplex polynomial of degreen, with Z = z1 + jz2 = αe1 + βe2 and bicomplex
coefficientsAk = γke1 + δke2, for k = 0, 1, ..., n. ThenZk = αke1 + βke2 and we can
rewriteP (Z) as

P (Z) =
n∑

k=0

(γkαk)e1 +
n∑

k=0

(δkβk)e2 =: φ(α)e1 + ψ(β)e2, (1. 1)

whereφ(α) andψ(β) are complex polynomials of degree at mostn and we have the fol-
lowing theorem [10, Theorem 8, page 71]:

Theorem 1.1.(Analogue of the Fundamental Theorem of Algebra for bicomplex polyno-

mials)Consider a bicomplex polynomialP (Z) =
n∑

k=0

AkZk. If all the coefficientsAk with

the exception of the free termA0 = γ0e1 +δ0e2 are complex multiple ofe1 (respectively of
e2), butA0 hasδ0 6= 0 (respectivelyγ0 6= 0), thenP (Z) has no roots. In all other cases,
P (Z) has at least one root.

In recent years, the theory of bicomplex numbers and bicomplex functions has found
many applications, see for instance [3, 4, 16, 17, 18]. Bicomplex numbers are a commuta-
tive ring with unity which contains the field of complex numbers and the commutative ring
of hyperbolic numbers. Bicomplex (hyperbolic) numbers are unique among the complex
(real) Clifford algebras in that they are commutative but not division algebras.
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In this paper, we investigate the necessary and sufficient condition for a bicomplex poly-
nomial to be self-inversive and other related problems.

Theorem 1.2.Let P ∈ BPn, whereP (Z) =
n∑

k=0

(γkαk)e1 +
n∑

k=0

(δkβk)e2 =: φ(α)e1 +

ψ(β)e2. ThenP (Z) is self-inversive if and only ifφ(α) andψ(β) are self-inversive com-
plex polynomial of degree at mostn.

Remark 2. If P ∈ BPn is self-inversive andP (Z) =
n∑

k=0

AkZk =: φ(α)e1 + ψ(β)e2,

sinceφ andψ are self-inversive complex polynomials hence we have

An−k = Ak for k = 0, ..., n.

For every complex polynomialP (z), one has

|znP (
1
z
)| = |P (z)|

for every complex numberz with |z| = 1 [2, page 1]. In this respect, for bicomplex
polynomials, we prove the following theorem:
Theorem 1.3.Let P (Z) be a bicomplex polynomial of degreen, then for everyZ on
D(0; 1, 1), we have

‖ZnP (
1
Z

)‖ = ‖P (Z)‖. (1. 2)

In the next two theorems, we study some properties of bicomplex polynomials with
restricted coefficients.

Theorem 1.4.Let P (Z) =
n∑

k=0

AkZk be a bicomplex polynomial of degreen (n ≥ 1)

such thatAn is invertible. IfP (Z) is a self-inversive bicomplex polynomial, then, there
existsδ ∈ C2 with ‖δ‖ = 1 such that for every invertible bicomplex numberZ, we have

ZnP (
1
Z

) = δP (Z). (1. 3)

Also if there exists a bicomplex numberδ = δ1e1 + δ2e2 on the unit discus such that (1.3)
is true, then,P (Z) is a self-inversive bicomplex polynomial.

In what follows, ifP (Z) =
n∑

k=0

AkZk, thenP (Z) denotes
n∑

k=0

AkZk.

Theorem 1.5.If P (Z) =
n∑

k=0

AkZk is a bicomplex polynomial such thatAn is invertible,

then the following are equivalent:

(i) P is self-inversive.

(ii) AnP (Z) = A0Z
nP (

1
Z

) for each bicomplex invertible numberZ.

(iii) A0Ak = AnAn−k; k = 0, 1, ..., n.

Finally, we prove the following theorem:
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Theorem 1.6.If P (Z) =
n∑

k=0

AkZk is a self-inversive bicomplex polynomial such thatAn

is invertible, then,

(i) An[nP (Z)− ZP ′(Z)] = A0Z
n−1P ′(

1
Z

) for eachZ ∈ C2.

(ii) ‖ nP (Z)
ZP ′(Z)

− 1‖ = 1 for eachZ onD(0; 1, 1).

2. LEMMAS

To prove these theorems, we require the following lemmas.

Lemma 2.1.LetX1 andX2 be open sets inC1. If fe1 : X1 −→ C1 andfe2 : X2 −→ C1

are holomorphic functions ofC1 on X1 andX2 respectively, then the functionf : X1 ×e

X2 −→ C2 defined as

f(z1 + jz2) = fe1(z1 − iz2)e1 + fe2(z1 + iz2)e2, ∀z1 + jz2 ∈ X1 ×e X2,

isC2−holomorphic on the open setX1 ×e X2 and

f ′(z1 + jz2) = f ′e1
(z1 − iz2)e1 + f ′e2

(z1 + iz2)e2, ∀z1 + jz2 ∈ X1 ×e X2.

This lemma for derivative of a polynomial is proved by Charak et al. [5, Theorem 2.6,
page 60] (see also [6, Theorem 2, page 6] and [15, page 136]).

Remark 3. Let P (Z) =
n∑

k=0

AkZk = φ(α)e1 + ψ(β)e2 be a bicomplex polynomial. In

the above lemma, if we takeX1 = X2 = C2, thenP (Z) isC2−holomorphic onC2 and

P ′(Z) = P ′(z1 + jz2) = φ′(z1 − iz2)e1 + ψ′(z1 + iz2)e2 =: φ′(α)e1 + ψ′(β)e2.

The following properties of self-inversive complex polynomial have been noted by O’hara
et al.[12, Lemma 1, page 1].

Lemma 2.2.If P (z) =
n∑

k=0

akzk, an 6= 0 is a complex polynomial, then, the following are

equivalent:

(i) P is self-inversive.

(ii) anP (z) = a0z
nP (

1
z
) for each complex numberz.

(iii) a0ak = anan−k; k = 0, 1, ..., n.

The next lemma proved by O’hara et al. [12, Lemma 2, page 1].

Lemma 2.3.If P (z) =
n∑

k=0

akzk, an 6= 0 is a self-inversive complex polynomial and

an 6= 0, then,

(i) an[nP (z)− zP ′(z)] = a0z
n−1P ′(

1
z
) for eachz ∈ C1.

(ii) | nP (z)
zP ′(z)

− 1| = 1 for eachz on |z| = 1.

Regarding the number of zeros of a bicomplex polynomial, we have the following
result[10, Corollary 9, page 71]:
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Lemma 2.4.Assume that a bicomplex polynomialP (Z) of degreen > 1 has at least one
root. Then,

(1) If at least one of the coefficientsAk, for k = 0, ..., n, is invertible, thenP (Z) has
at mostn2 distinct roots.

(2) If all coefficients are complex multiples ofe1 (respectivelye2) thenP (Z) has in-
finitely many roots.

Note that zeros of bicomplex polynomials were originally investigated in [13]. In this
respect, we prove the following lemma:

Lemma 2.5.If P ∈ BPn is a self-inversive polynomial, then,P (Z) has at mostn2 zeros.

Proof. Suppose thatP (Z) has infinitely many roots, thenψ ≡ 0 (respectivelyφ ≡ 0)
andφ(α) is a complex polynomial of degree n (similarly,ψ(β) is a complex polynomial
of degreen). If φ(a1) = 0, thenP (a1e1) = φ(a1)e1 = 0, but a1e1 is singular and this
contradicts thatP (Z) is self-inversive (similarly, ifφ ≡ 0, we get a contradiction). Since
P (Z) is self-inversive, it has at least one root, so by Lemma 2.4,P (z) has at mostn2 roots.

3. PROOFS OF THETHEOREMS

Proof of Theorem 1.2.First, we suppose thatP (Z) be self-inversive. Then by Theorem
1.1,φ(α) andψ(β) are complex polynomials with at least one root. Letα1, β1 ∈ C1 and
φ(α1) = ψ(β1) = 0, then we haveP (α1e1 + β1e2) = 0.
SinceP (Z) is self-inversive

P (
1

α1e1 + β1e2

) = P (
1
α1

e1 +
1
β1

e2) = 0,

hence,φ(
1
α1

) = ψ(
1
β1

) = 0.

This implies thatφ andψ are self-inversive complex polynomials.
Conversly, ifφ andψ are self-inversive complex polynomials, thenP (Z) has at least one
invertible root. LetZ1 = α1e1 + β1e2 6= 0 such thatP (Z1) = 0, then,φ(α1) = ψ(β1) =
0, therefore

φ(
1
α1

) = ψ(
1
β1

) = 0

or

P (
1
α1

e1 +
1
β1

e2) = 0.

This implies thatP (
1
Z1

) = 0 and completes the proof of Theorem 1.2.

Proof of Theorem 1.3.Let P (Z) = φ(α)e1 + ψ(β)e2 whereφ(α) andψ(β) are complex
polynomials of degree at mostn. For every invertible bicomplex numberZ = αe1 + βe2,
we have

ZnP (
1
Z

) = (αne1 + βne2)(φ(
1
α

)e1 + ψ(
1
β

)e2)

= (αnφ(
1
α

))e1 + (βnψ(
1
β

))e2.
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If Z lies on the unit discus, then, we have|α| = |β| = 1 and

|αnφ(
1
α

)| = |φ(α)| , |βnψ(
1
β

)| = |ψ(β)|,

hence

‖ZnP (
1
Z

)‖ =

√√√√√ |αnφ(
1
α

)|2 + |βnψ(
1
β

)|2

2

=

√
|φ(α)|2 + |ψ(β)|2

2
= ‖P (Z)‖.

Proof of Theorem 1.4.Let P (Z) =
n∑

k=0

AkZk = φ(α)e1 + ψ(β)e2. First, we suppose

thatP (Z) is a self-inversive bicomplex polynomial of degreen. By Theorem 1.2,φ(α)
andψ(β) are self-inversive complex polynomials and sinceAn is invertible, henceφ(α)
and ψ(β) are polynomials of degreen. Therefore, there existδ1, δ2 ∈ C1, such that
|δ1| = |δ2| = 1 and

αnφ(
1
α

) = δ1φ(α) , βnψ(
1
β

) = δ2ψ(β), (3. 4)

for everyα, β ∈ C1 − {0}.
Let Z = α1e1 + β1e2 be an invertible bicomplex number, thenα1, β1 6= 0 and

ZnP (
1
Z

) = (αn
1 e1 + βn

1 e2)P (
1
α1

e1 +
1

β1e2

)

= (αn
1 e1 + βn

1 e2)(φ(
1
α1

)e1 + ψ(
1
β1

)e2)

= αn
1φ(

1
α1

)e1 + βn
1 ψ(

1
β1

)e2

= δ1φ(α1)e1 + δ2ψ(β1)e2 (by (3. 4 ))

= (δ1e1 + δ2e2)P (α1e1 + β1e2)

= δP (Z), (3. 5)

whereδ = δ1e1 + δ2e2 and‖δ‖ = ‖δ1e1 + δ2e2‖ =

√
|δ1|2 + |δ2|2

2
= 1.

Now suppose that there existsδ = δ1e1 + δ2e2 on the unit discus such that for every
invertible bicomplexZ = α1e1 + β1e2, we have

ZnP (
1
Z

) = δP (Z). (3. 6)

By (3.5), we have

ZnP (
1
Z

) = αn
1φ(

1
α1

)e1 + βn
1 ψ(

1
β1

)e2,
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and also

δP (Z) = (δ1e1 + δ2e2)(φ(α1)e1 + ψ(β1)e2) = δ1φ(α1)e1 + δ2ψ(β1)e2.

Hence, by applying (3.6), we get

αn
1φ(

1
α1

) = δ1φ(α1) , βn
1 ψ(

1
β1

) = δ2ψ(β1).

Sinceδ lies on the unit discus,|δ1| = |δ2| = 1 and it follows thatφ(α) andψ(β) are
self-inversive complex polynomial. Therefore by Theorem 1.2,P (Z) is a self-inversive
bicomplex polynomial and this completes the proof of Theorem 1.4.

Proof of Theorem 1.5.Let P (Z) =
n∑

k=0

AkZk = P (αe1 + βe2) = φ(α)e1 + ψ(β)e2.

SinceAn is invertible,φ(α) andψ(β) are complex polynomials of degreen.
First, we suppose thatP (Z) is a self-inversive bicomplex polynomial. By Theorem 1.2,
φ(α) andψ(β) are also self-inversive complex polynomials, so, by Lemma 2.2, we have

γnφ(α) = γ0α
nφ(

1
α

) and δnψ(β) = δ0β
nψ(

1
β

), (3. 7)

whereAk = γke1 + δke2 for 0 ≤ k ≤ n. Therefore

AnP (Z) = (γne1 + δne2)(φ(α)e1 + ψ(β)e2)

= (γnφ(α))e1 + (δnψ(β))e2

= (γ0α
nφ(

1
α

))e1 + (δ0β
nψ(

1
β

))e2 (by (3.7))

= (γ0e1 + δ0e2)(αe1 + βe2)n(φ(
1
α

)e1 + ψ(
1
β

)e2)

= A0Z
nP (

1
Z

).

Next we supposeAnP (Z) = A0Z
nP (

1
Z

) for every bicomplex invertible numberZ.

It follows that

(γne1 + δne2)(φ(α)e1 + ψ(β)e2) = (γ0e1 + δ0e2)(αne1 + βne2)(φ(
1
α

)e1 + ψ(
1
β

)e2),

or

γnφ(α) = γ0α
nφ(

1
α

) and δnψ(β) = δ0β
nψ(

1
β

).

Now using Lemma 2.2, we have

γ0γk = γnγn−k and δ0δk = δnδn−k ; k = 0, 1, ..., n, (3. 8)

therefore by using equality (3.8), we have

A0Ak = (γ0e1 + δ0e2)(γke1 + δke2)

= (γ0γk)e1 + (δ0δk)e2

= (γnγn−k)e1 + (δnδn−k)e2

= (γne1 + δne2)(γn−ke1 + δn−ke2)

= AnAn−k.
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Finally to complete the proof of Theorem 1.5, we suppose thatA0Ak = AnAn−k; (k =
0, 1, ..., n). It follows that

(γ0e1 + δ0e2)(γke1 + δke2) = (γne1 + δne2)(γn−ke1 + δn−ke2),

i.e.,

γ0γk = γnγn−k and δ0δk = δnδn−k, ; k = 0, 1, ..., n.

Henceφ(α) andψ(β) are self-inversive polynomials and by Theorem 1.2,P (Z) is self-
inversive.

Proof of Theorem 1.6.Let P (Z) =
n∑

k=0

AkZk = P (αe1 + βe2) = φ(α)e1 + ψ(β)e2

be a self-inversive bicomplex polynomial of degreen. SinceAn is invertible,φ(α) and
ψ(β) are complex polynomials of degreen. Also by Theorem 1.2,φ(α) andψ(β) are self-
inversive complex polynomials, therefore, by Lemma 2.3, we have for eachZ = αe1+βe2,

γn[nφ(α)− αφ′(α)] = γ0α
n−1φ′(

1
α

) for each α ∈ C1, (3. 9)

and

δn[nψ(β)− βψ′(β)] = δ0β
n−1ψ′(

1
β

) for each β ∈ C1, (3. 10)

also

| nφ(α)
αφ′(α)

− 1| = 1 for each α with |α| = 1, (3. 11)

and

| nψ(β)
βψ′(β)

− 1| = 1 for each β with |β| = 1. (3. 12)

Hence

An[nP (Z)− ZP ′(Z)] = (γne1 + δne2)[n(φ(α)e1 + ψ(β)e2)

− (αe1 + βe2)(φ′(α)e1 + ψ′(β)e2)]

= γn[nφ(α)− αφ′(α)]e1 + δn[nψ(β)− βψ′(β)]e2

= γ0α
n−1φ′(

1
α

)e1 + δ0β
n−1ψ′(

1
β

)e2 (by (3.9) and (3.10))

= (γ0e1 + δ0e2)(αe1 + βe2)n−1(φ′(
1
α

)e1 + ψ′(
1
β

)e2)

= A0Z
n−1P ′(

1
α

e1 +
1
β

e2)

= A0Z
n−1P ′(

1
αe1 + βe2

)

= A0Z
n−1P ′(

1
Z

).
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Also, for eachZ = αe1 + βe2 onD(0; 1, 1), we have

‖ nP (Z)
ZP ′(Z)

− 1‖ = ‖ n(φ(α)e1 + ψ(β)e2)
(αe1 + βe2)(φ′(α)e1 + ψ′(β)e2)

− 1‖

= ‖ nφ(α)
αφ′(α)

e1 +
nψ(β)
βψ′(β)

e2 − e1 − e2‖

=

√√√√√ | nφ(α)
αφ′(α)

− 1|2 + | nψ(β)
βψ′(β)

− 1|2

2
= 1. (by (3.11) and (3.12))

This completes the proof of Theorem 1.6. ¤
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