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Abstract.: The main purpose of this article is to present the new concepts
of asymptotically deferred statistical equivalent and strongly asymptoti-
cally deferred statistical equivalence by considering two nonnegative real-
valued Lebesgue measurable functions on(1,∞). Additionally, we exam-
ine some inclusion theorems that are not presented in the literature before.
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1. INTRODUCTION AND MOTIVATION

One of the widespread research areas of summability theory is the notion of statistical
convergence that was presented by Fast [6] in 1951. After the work of Fridy [7], exten-
sive collection of literature has appeared and many other applications that are related to
this concept were studied by [4], [5], [15]. On the other hand, in 1980 Pobyvancts [14]
presented the idea of asymptotically regular matrices which preserve the asymptotic equiv-
alence of two non-negative sequences. Afterward, Patterson [12] introduced the concept
of asymptotically statistical equivalent sequences by combining the notion of asymptoti-
cally equivalent introduced by Marouf [10] and the concept of statistical convergence [7]
as follows:

Definition 1.1. Two nonnegative sequencesy = (yr) andz = (zr) are said to be asymp-
totically statistically equivalent of multipleξ if for everyε > 0,

lim
w→∞

1
w

∣∣∣∣∣
{

r ≤ w :
∣∣∣∣
yr

zr
− ξ

∣∣∣∣ ≥ ε

} ∣∣∣∣∣ = 0.

If this condition is met, it is denoted byy
Sξ∼ z.
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Recently, the concept of asymptotically statistical equivalent sequences has been studied
in many different aspects of summability theory (see [2], [8], [13]). In other direction,
Agnew [1] presented the deferred Cesáro mean by

(Dτ,υy)m :=
1

υ (m)− τ (m)

υ(m)∑

r=τ(m)+1

yr, m = 1, 2, 3, ...,

where{τ (m)} and{υ(m)} are sequences of positive natural numbers satisfyingτ (m) <
υ (m) and lim

m→∞
υ (m) = ∞.

Following Agnew’s results, K̈uçükaslan and Yılmaztürk [9] introduced the notions of
deferred density as follows:

Definition 1.2. Let E be a subset ofN and let the set{ζ : τ (m) < ζ ≤ υ (m) , ζ ∈ E}
denote byEd (m). Deferred density ofE is defined by

δd (E) = lim
m→∞

1
υ (m)− τ (m)

|Ed (m)|

if the limit exists. The vertical bars show the cardinality of the setEd (m).

Also, strongly summable single valued functions were introduced by Borwein in [3] in
the following:

Definition 1.3. A nonnegative real-valued Lebesgue measurable functiong(ς) on interval
(1,∞) is said to be strongly summable toξ if,

lim
m→∞

1
m

m∫

1

|g(ς)− ξ| dζ = 0.

Afterward, Nuray [11] introduced the notion ofλ−statistically convergent functions. Fol-
lowing his results, Savas and Ozturk [16] presentedλ−statistical asymptotically equiva-
lent of the measurable functions. The primary focus of this article is to study the ideas of
asymptotically deferred statistically equivalent functions and strongly asymptotically de-
ferred statistical equivalent functions by usingg(ς) andh(ς). Additionally, we examine
some main properties of these concepts. Note thatg(ς) andh(ς) shall be two measurable
real valued functions on(1,∞) thoughout this paper.

2. MAIN DEFINITIONS

Before we present the main results of this study, we will introduce the following defni-
tions:

Definition 2.1. Let {τ (m)} and{υ(m)} be two sequences, then two functionsg (ς) and
h (ς) are asymptotically deferred statistically equivalent of multipleξ if for eachε > 0,

lim
m→∞

1
υ (m)− τ (m)

∣∣∣∣
{

τ (m) < ς ≤ υ (m) :
∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}∣∣∣∣ = 0.

We symbolize this equivalence by

g(ς)
Sξ

D∼ h(ς)
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and if ξ = 1, then we call as asymptotically deferred statistically equivalent. Ifυ (m) =
m and τ (m) = 0, then the notion coincides the concept of asymptotically statistically

equivalent functions of multipleξ which was denoted byg(ς) Sξ

∼ h(ς). Also, if h(ς) = 1
and for everyε > 0, theng(ς) is said to be deferred statistically convergent function toξ.

Definition 2.2. Let {τ (m)} and{υ(m)} be two sequences, then two functionsg (ς) and
h (ς) are strongly deferred asymptotically equivalent of multipleξ if for everyε > 0,

lim
m→∞

1
υ (m)− τ (m)

υ(m)∫

ζ=τ(m)+1

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ dς = 0.

We symbolize it by

g(ς)
V ξ

D∼ h(ς)

and if ξ = 1 then we call it a simply strongly deferred asymptotically equivalent. If
υ (m) = m and τ (m) = 0, then the concept coincides the notion of strongly asymp-

totically equivalent functions of multipleξ which was denoted byg(ς) V ξ

∼ h(ς), and also if
h(ς) = 1, for everyε > 0, theng(ς) is said to be stronlgyDτ,υ

f −convergent toξ.

Definition 2.3. Let the index sequences$ (m) is strictly increasing single sequences of
positive integers andg(ς) andh(ς) are measurable functions.g (ς) andh (ς) are said to
beC$−asymptotically equivalent of multipleξ if

lim
m→∞

1
$ (m)

$(m)∫

ζ=1

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ dς = 0.

We symbolize it byg(ς)
Cξ

$∼ h(ς).

If we takeτ (m) = $ (m− 1) andυ (m) = $ (m), then we denoteg(ς)
V ξ

D$∼ h(ς) as

g(ς)
V ξ

D∼ h(ς).

3. INCLUSION THEOREMS

In this section we present some interesting results.

Theorem 3.1.Let{τ (m)} , {υ (m)} , {τ∗ (m)} and{υ∗ (m)} be sequences of non-negative
integers and let

τ (m) ≤ τ∗ (m) < υ∗ (m) ≤ υ (m) for all m ∈ N
such that the sets{ς : τ (m) < ς ≤ τ∗ (m)} and{ς : υ∗ (m) < ς ≤ υ (m)} are finite. If

lim
m→∞

1
(υ∗ (m)− τ∗ (m))

∣∣∣∣
{

τ∗ (m) < ς ≤ υ∗ (m) :
∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}∣∣∣∣ = 0

which is denoted byg(ς)
Sξ

D∗∼ h(ς), theng(ς)
Sξ

D∗∼ h(ς) impliesg(ς)
Sξ

D∼ h(ς).
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Proof. Let us presume that the sets{ς : τ (m) < ς ≤ τ∗ (m)} and{ς : υ∗ (m) < ς ≤ υ (m)}
are finite andg(ς)

Sξ
D∗∼ h(ς). Then for anyε > 0, we are granted the following:

{
ς : τ (m) < ς ≤ υ (m) :

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}
=

{
ς : τ (m) < ς ≤ τ∗ (m) :

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}

∪
{

ς : τ∗ (m) < ς ≤ υ∗ (m) :
∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}

∪
{

ς : υ∗ (m) < ς ≤ υ (m) :
∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}

and so

1
υ (m)− τ (m)

∣∣∣∣
{

ς : τ (m) < ς ≤ υ (m) :
∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}∣∣∣∣

≤ 1
υ∗ (m)− τ∗ (m)

∣∣∣∣
{

ς : τ (m) < ς ≤ τ∗ (m) :
∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}∣∣∣∣

+
1

υ∗ (m)− τ∗ (m)

∣∣∣∣
{

ς : τ∗ (m) < ς ≤ υ∗ (m) :
∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}∣∣∣∣

+
1

υ∗ (m)− τ∗ (m)

∣∣∣∣
{

ς : υ∗ (m) < ς ≤ υ (m) :
∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}∣∣∣∣ .

By taking limit asm →∞, we haveg(ς)
Sξ

D∼ h(ς). ¤

Theorem 3.2.Let{τ (m)} , {υ (m)} , {τ∗ (m)} and{υ∗ (m)} be sequences of non-negative
integers and let

τ (m) ≤ τ∗ (m) < υ∗ (m) ≤ υ (m) for all m ∈ N
such that

lim
(

υ (m)− τ (m)
υ∗ (m)− τ∗ (m)

)
> 0,

theng(ς)
Sξ

D∼ h(ς) impliesg(ς)
Sξ

D∗∼ h(ς).

Proof. It is clear to see the following inclusion
{

ς : τ∗ (m) < ς ≤ υ∗ (m) :
∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}
⊂

{
ς : τ (m) < ς ≤ υ (m) :

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}

holds and so the following inequalities as well∣∣∣∣
{

ς : τ∗ (m) < ς ≤ υ∗ (m) :
∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}∣∣∣∣ ≤
∣∣∣∣
{

ς : τ (m) < ς ≤ υ (m) :
∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}∣∣∣∣ .

Hence, we obtain the following

1
υ∗ (m)− τ∗ (m)

∣∣∣∣
{

ς : τ∗ (m) < ς ≤ υ∗ (m) :
∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}∣∣∣∣

≤
(

υ (m)− τ (m)
υ∗ (m)− τ∗ (m)

)
1

υ (m)− τ (m)

∣∣∣∣
{

ς : τ (m) < ς ≤ υ (m) :
∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ ≥ ε

}∣∣∣∣ .
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By taking limit asm →∞, we haveg(ς)
Sξ

D∗∼ h(ς). ¤

Theorem 3.3.Let{τ (m)} , {υ (m)} , {τ∗ (m)} and{υ∗ (m)} be sequences of non-negative
integers satisfying

τ (m) ≤ τ∗ (m) < υ∗ (m) ≤ υ (m) for all m ∈ N

such that the sets{ς : τ (m) < ς ≤ τ∗ (m)} and {ς : υ∗ (m) < ς ≤ υ (m)} are finite. If

g(ς) andh(ς) are bounded theng(ς)
V ξ

D∗∼ h(ς) impliesg(ς)
V ξ

D∼ h(ς).

Proof. Let g(ς) andh(ς) are bounded functions, then there is a positive real numberK

such that
∣∣∣ g(ς)
h(ς) − ξ

∣∣∣ ≤ K. Then we obtain

1
τ (m)− υ (m)

υ(m)∫

τ(m)+1

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ =
1

τ (m)− υ (m)

τ∗(m)∫

τ(m)+1

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣

+
1

τ (m)− υ (m)

υ∗(m)∫

τ∗(m)+1

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣

+
1

τ (m)− υ (m)

υ(m)∫

υ∗(m)+1

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣

≤ 2
υ∗ (m)− τ∗ (m)

KO (1)

+
1

υ∗ (m)− τ∗ (m)

υ(m)∫

υ∗(m)+1

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ .

Consequently,g(ς)
V ξ

D∼ h(ς). ¤

Theorem 3.4. Let $ (m) is strictly increasing single sequences of positive integers and

$ (0) = 0. If g(ς)
V ξ

D$∼ h(ς) theng(ς)
Cξ

$∼ h(ς).
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Proof. Presume thatg(ς)
V ξ

D$∼ h(ς) and for anym ∈ N, we are granted

1
$ (m)

$(m)∫

ζ=1

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ dς

=

m−1∫

i=0


 1

$ (m)

$(i+1)∫

ζ=$(i)+1

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ dς




=

m−1∫

i=0


 1

$ (m)

$(i+1)∫

ζ=$(i)+1

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ dς




=

m−1∫

i=0

δ$ (i)
$ (m) δ$ (i)

$(i+1)∫

ζ=$(i)+1

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ dς

=

m−1∫

i=0

am,i
1

δ$ (i)

$(i+1)∫

ζ=$(i)+1

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ d

whereδ$ (i) = $ (i + 1)−$ (i) and

am,i =

{
δ$(i)
$(m) , i = 1, 2, ...m− 1;

0, otherwise.

Since the matrixam,i is regular, then

lim
m→∞

1
$ (m)

$(m)∫

ζ=1

∣∣∣∣
g(ς)
h(ς)

− ξ

∣∣∣∣ dς = 0

It meansg(ς)
Cξ

$∼ h(ς). ¤

4. CONCLUSION

Recently, increasing interest in summability methods has increased. However, the con-
cepts of asymptotically deferred statistically equivalent functions and strongly asymptoti-
cally deferred statistical equivalent functions have not been studied so far. Therefore, in
this paper, we presented new methods by consideringg(ς) andh(ς) that are two measur-
able real valued functions on(1,∞) so that the present paper is filled up a big gap in the
existing literature.
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