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Abstract-- One of the important resources required for various Natural Language Processing (NLP) applications like machine
translation, information retrieval and text mining, is annotated text corpora. Text corpora annotation process requires parts of speech
(POS) tags to mark different parts of text with grammatical annotations in order to identify linguistic properties of a word, sentence or
discourse. The process of marking text items is based on two main features 1) grammatical category and 2) context of text (word, sentence
or discourse) i.e. relationship with adjacent and related text.Saraiki being one of oldest languages is still resource scarce language in
recorded literature as well as in computational context. According to our study, at present, there is no tagset defined for Saraiki
language. This work presents first hierarchical POS (MPOST) tag set for the Saraiki language which is designed to be used in
morphological, syntactic and lexical annotations of Saraiki language corpora.
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I. INTRODUCTION

Saraiki is an Indo-Aryan language that is spoken mainly in
Southern Punjab of Pakistan and is also a minor language in
India and resut of the Indian sub-continent. There are around 26
million native language users in Pakistan and India only?. It is
written in Perso-Arabic script however it has its own set of
alphabets that consists of 45 letters. Out of this 45 letter, 39 are
same as that of Urdu language and 6 are additional letters.
Although some researchers consider it as a dialect of standard
Punjabi language however it is a separate language with its own
identity [12][24]. There are different dialects of this language
that include Multani (Main Saraiki), Thalli (Thal region),
Rajanpur (Southern Saraiki), Rohi (Cholistan desert and
adjacent areas), Thar (Thar desert and all Sindh region), Majhi
and Shahpuri. It is morphologically a rich language with
different tones and well-structured sentence architecture.

1 (https://en.wikipedia.org/wiki/Saraiki_language)

To process a language computationally, it is required to build
its computational resources. Tagset is one of such resources,
that is used to mark different syntactic and semantic units of a
language. A tag set defines basic entities known as grammatical
constructs. Each language that is spoken in world has different
categories of words or language units [4][25].

Most common categories include nouns, pronouns, verbs,

adverbs, adjectives, proverbs and adjuncts. Each main category
can contain multiple sub-categories that in return may contain
further sub-categories. This results in hierarchical relationship
in tagset. Explicitly assigning a language category to each
language unit in given context is known as POS tagging.
There are number of natural language processing (NLP)
applications that require annotated corpus. These applications
may include text mining, information retrieval, information
extraction, machine translation, natural language text
generation and text summarization [17][27]. Applying
linguistic tags to the text units makes it easy and suitable for
machines to understand the text algorithmically. Corpus-driven
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approaches of NLP heavily depend upon such embedded
linguistic information [2] however rule-based and statistical
approaches can also produce better results with the use of
annotated corpora [28]. Recently neural-network based
algorithms have shown remarkable success in solving various
artificial intelligence based problems. The annotation process
tags text units with linguistic categories like morphological
marking, lexical annotation, syntactic constructs and semantic
units. Text annotation may be at different levels which depend
upon the intended use of corpus however in general deeper
annotation yields more information-rich corpus. The richness
of linguistic information in corpus depends upon the quality of
tagset used for annotation. Saraiki language is one of resource-
poor language [14] and according to our study; no tagset exists
for this language.

In this work, we introduce a comprehensive tagset for Saraiki
language that could be used for POS tagging of Saraiki
language corpora. The motivation behind this work is to initiate
and support the computational aspects of Saraiki language in
order to promote this language and generate NLP applications
for the Saraiki speaking community. Rest of the paper is
organized as follows: Section 2 lists the background and review
of literature about tag sets developed for local languages.
Section 3 presents the methodology and validation process used
for tag set development. In section 4, the tagset is described
with examples. Finally, section 5 presents conclusion and future
work.

Il. RELATED WORK

The Saraiki language is resource scarce language. Although
there is a rich collection of cultural verbal and undocumented
heritage, written and recorded resources are very little perhaps
scarce. There are few publishers, publishing in this language.
Similarly, there are very small number of researchers working
for Saraiki Language. A renowned researcher has developed
some resources for this language that include Saraiki Qaida,
Saraiki Dictionary and Saraiki Grammer [21]. At present, a
Saraiki font has been developed and few text editing software
are also available. There is little computational research work
done in and for this language [9] [15] [22] [26]. The language
is also supported by Unicode system now?.

Figure. 1 shows the alphabets set of Saraiki language.
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Figure 1: Saraiki Alphabets

2 (https://unicode.org/L2/L.2002/02274-arabic-ext.pdf).

Design and development of tagset is the basic step toward
building a computational grammar of any language. A tag not
only provides the syntactic or morphological category of
language unit (token), it also provides whole range of
grammatical information for the token. POS tag sets have been
developed for most of the languages being spoken in the world.
Considering English as an example language, multiple tag sets
have been developed [6] [20] [23] [29].

Here we review POS tag set development for Urdu and local
languages being spoken in Pakistan and neighboring countries.
These local languages are mostly similar to each other however
their writing script can be different. Even one local language
(i.e. Saraiki) which is same in spoken format however is also
written in same script (perso-Arabic). However, the case for
Punjabi is not same. For example, in Pakistan, Punjabi is written
in Perso-Arabic script (Shahmukhi, =t>4), however in India it

is written in Gurmukhi script Gm [16].

Considering the Saraiki language, this work only
focuses Shahmukhi script tag sets which is based on Persso-
Arabic script. The tag sets are normally divided into three
categories: flat tag sets, hierarchical tag sets and fine-grained
tag sets [30] [18].

Tag Set

Figure 2: Tag Set Classification

Flat Tag Set ]

[ Hierarchical Tag Set ]

Fine-grained Tag Set ]

Flat tag sets, provide a tag for each token without any
information about relationship among tokens. Although flat tag
sets are easy to work with however they fail to capture detailed
relationship between linguistic constructs. This results in
unsuitability of flat tag-set for various NLP applications that
need to capture fine grained details about the corpus.

Instead of designing a large number of independent
tags, a small number of master categories are identified and
each master level category further contains number of sub-
categories. The process of breaking a category into sub-
categories and to further sub-sub-categories can be continued to
an arbitrary level, depending upon the granularity of required
information. This arrangement of linguistic units forms a tree
structure.  Hierarchical tag sets provide tags as well as
information about hierarchical relationship among tags or token
categories [31]. Figure 3 shows an example of hierarchical
structure of one language unit.
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Figure 3: Example Hierarchical Tags

A fine-grained tag set is one which provides very detailed
categorization of tokens and tagging scheme for them. It could
be considered as deep tree structure [32]. In Pakistan, Urdu is
most fortunate language that has computational resources.
Baker, Paul [7] produce Urdu annotated corpora for EMILLE
project. Hardie [11] developed another Urdu tag set. Next,
Sarmad Hussain [13] from CRULP produced another tag set for
Urdu and finally they reviewed and improved their own tag set
[3]°. A hierarchical tag set was proposed by [1] to generate
KON-TB treebank. For Punjabi language (Shahmukhi script)
we could not find any tag set [10]. However, there is a tag set
developed for Sindhi language [19]. We tried to find POS
tagsets for other local languages however no tag set found so
far.

As per our knowledge, Saraiki language has no tagset at present
and in this work, as first effort, we present a detailed
hierarchical tag set. We first group tokens under main
categories and then we devise their sub-categories, relative to
each other, forming a tree-like structure.

I11. TAGSET DESIGN METHODOLOGY

As a part of larger work, to annotate Saraiki corpora, to use in
Saraiki computational and linguistic research, the development
of this tagset is done. During Multani Parts of Speech Tagset
(MPOST) development, multiple issues are faced that include
unavailability of relevant terms for linguistic units in Saraiki
like (lughat). We could not find a standard grammar for Saraiki
language and hence we are not able to find terms for nouns,
verbs etc (i.e. name of noun in Saraiki). To make an initial
effort, most of the terms are borrowed from Urdu. The work
was validated by human experts of native language which were
the faculty members of department of Saraiki, B.Z.U. Multan.
We intend to resolve such issues in next revision of tag-set.
Table 1 lists few examples from our manual annotated corpora.
Pseudo Code for Tagset Development

1. Read the word

2. Check its type, i.e. noun, verb or harf

3. If word is noun

a. ldentify its type i.e. proper noun or common noun
i. If word is personal noun. Classify it among
following categories

% http://www.cle.org.pk/
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ii. If word is common noun then categorize among
followings

1.

©ONO AWM

Noun Personal Common Tool

Noun Personal Common Sound

Noun personal common small

Noun personal common big

Noun Personal Common Empathic Time

Noun Personal Proper Pronoun subjective
Noun Personal Proper Pronoun Objective
Noun Personal Proper Pronoun Possessive
Noun Personal Proper Relative Pronoun
Noun Personal Proper Title

Noun Personal Proper Address

Noun Personal Proper Sur-name

Noun Personal Proper Alias

Noun Personal Proper Title Poetic

10. Noun Personal Proper Demonstrative
iii. If word is noun and does not lie in above
categories
1. Noun Adjective Possessive
2. Noun Adjective Reflexive
3. Noun Adjective Relative
4. If word is verb then classify it as follows

a.

Se@ o a0 o

Past
i. Near past
ii. Past supremacy
iii. Far past
iv. Past doubt
v. Past condition
vi. Past reinforcement
Present
Future
Order
Forbid
Required
Varieties
Verbal verb

5. If word is Harf then classify it as follows

a.

+~® o0 T

Conjunction Coordinating
Subordinating

Semantic Marker

Key particle

Conjunction

Adjective particle

TABLE 1: NOUN TAG EXAMPLE IN SENTENCE

Category
& tag

Examples
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Noun —Cd - e -l

<NP> EEVEVEN

ool <NPPG>s3ls <NP> i <NPPP>~
<VB> — <NADJ> jilaiu

Gl
Noun NADJ | agic) 3a 98¢l Figus
Adjective s alul< NADJRR>

To validate our work, human experts are consulted. However,
the authors believe that there is space for more work in this
domain.

IV. SARAIKI HIERARCHICAL TAGSET

The framework of proposed Saraiki tag set is laid out in a
hierarchy of levels and sub-levels. Subclasses are further
categories into sub-sub-categories. According to Saraiki
Grammar [5] [8] which is lot more aligned with Urdu language,
we have identified three main classes:

e Noun (a') : Like other languages, name of something
is considered as Noun. It has two subcategories:
Proper Noun (NP) and Noun Adjective (NA) which
are further divided among sub-sub-categories. The
detailed specification of nouns is given on the pattern
of Urdu grammar.

e Verb (J2d): This represents a work. Inflectional forms
of verb are similar to that as in Urdu language. For
example in Urdu sometimes verb inflectional form
only can convey the right meaning whereas in some
cases, additional words are used to make the sense
clear i.e. prefixes, postfixes or infixes are added.

e Proposition ( «»): A word that does not possess
useful meaning in itself, however when used as
connector between other words can clear their
meanings.

e Residual: These are the words or tokens which could
not be placed in any category. Tag FW is used to
identify this category. For example, if there is word
“call” (in Saraiki) or some foreign language word like
“Computer”, “Masha Allah”, these are given FF tag.

Now we list the sub-categories, tags and examples of each of
these categories.

A. Noun and its sub-categories

Like Urdu language, nouns are generally inflected for number,
case and gender. We present the hierarchical relationship in the
form of tables. Our first category is noun which is further
divided between two sub-categories. It is to mention that

Saraiki language has no well-defined and documented
structure.
TABLE 2: NOUN AND ITS ROOT CATEGORIES
Category | Sub- Tag Examples
category
Noun Noun NP —CA - -
(pl) Personal e

Noun Personal is further sub-divided into two categories: Noun
personal common and proper noun. A proper noun is the name
given to some specific

entity whereas the common noun is the name given to class of

that entity. Noun personal has further sub-categories whereas
noun common also has more sub-categories. The details of
these categories are given in table 3 and table 4.

TABLE 3: SUB-CATEGORIES OF PERSONAL NOUN

Category | Sub-category Tag Examples
Noun NPC — Gy -3
Personal Olx — Ay
Commo
n 30 gou 13005 g
0 S ) Ol
=<NPC>
Noun NPCT | — S5
Personal SIS — 556
Commo
nrool < s3sek s
e S JiNPCT>
ey S
Noun NPCS | us «SSS
Personal u & s
Commo I (5368
n <NPCSU>S3
Sound o) S
& e
Noun NPCS | Sl 355 55
Personal )
Commo
n < (5555 mand
Small s34 NPCS>
sl ausl —
Noun NPCB | Laied 55,
Personal
Commo PEER
n <NPCB>3%;
Big e
S aul
Noun s oIS oz,
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Personal Common | NPCE | wsws Jba (shrde e
Empathic <NPCEP>
<ok e ol Noun NPPPP | — I35
Noun NPCE | - 8- sai Personal
Personal PRIES W Proper
Commo < b Pro-nou'n 41 oS ) e<NPPPP>
n INPCET> Possessive s
Empathi g s ’
c Al
Time Noun Personal Proper NPPR i -5 -
) Relative Pronoun
o) e le
O sn and <NPPR>
Noun NPCE L Ul ogh e ) ye la aals
Personal — e - g8 Noun NPPT | -pheluld— G ke jold
Commo J S Personal A adlS s 5a
n <Jfug) Proper K <NPPT>3 0w jeli
Empathi s> NPCEP> Title o)) s S
c = e
Lk ple pu)
LA Noun NPPA
Personal Uy — il ola
Proper noun is further divided among four sub-categories and Proper ey piaay
in return these sub-categories are further divided among sub- Address <NPPA>
sub-categories. Table 4 lists the sub-categories of proper Od Ul 52 s
Noun. s
TABLE 4: SUBCATEGORIES OF PROPER NOUN Noun NPPS ) ol — a ye il
Personal s auddll sl<NPPS>
Category Tag | Examples Proper Cot e o
“ys =
-outa -
Proper Noun NPP | -l -5 Sur-name
A2 e av) Oliaasly i
Ol - —
<NPP> | L
b 131 Laal Persona sicae
J‘T ©F Proper 13 ga
oo | NIz \ \LL...E — Alias A <NPPAA>
oun Personal pronoun ot -t -l .
foun Pasral s R s o ol
A= -
e S Noun NPPTP | J= -lle
Lela fa b =
L<NPPP> Personal 135 Su<NPPTP> e
= e Proper sl eld
Noun NPPPS | usS U4l -0 s8ks -0 S s Title
Eersonal Poetic
roper : .
Prof)noun usSI<KNPPPS> calis
- Ol A3 IS e 5eST Noun Personal Proper NPPD RENP
subjective . -
Lels ) Demonstrative B
- ) , o Ll aud <NPPD>
Noun NPPPO | sSbu — (sae — 350 ol )
Personal c
Proper T .
Pro-Noun LT L Noun adjective is the word that further describes the noun to
Obiective \<‘:IMPPPO> < which it is associated and is subdivided into 3 sub-categories
) = © as listed in table 5.
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TABLE 5: NOUN ADJECTIVE SUB-CATEGORIES al¥ Jad
Category | Tag Examples varieties VBVT | b sl e ‘“lf"“:;
Noun NADIP | 0¥ — G — it . SVBVT> lehdba el
S~ : G2l Jad
Adjective < b S e .
Possessive b ol NADIP> Known VBKN | ol ulet
JRIKRCION e b <SVBKN> ol (568 g0 () e
Noun NADJRR | 3% - Baa verbal verb VBVV | WSS a3 Sl
Adjective < Kas Jsena ab <VBVV> a3
Reflexive ~ 3 NADJRR> PRTT
(sl Ciia Past VBPA laas LS — Uik — L&
Noun NADJA | 2/ S -l e o e dad & 2 S 5I< VBPA>GL
Adjective !
Relative ST o S Verb sub-categories given in table 7 can further be divided
(il Cida U < NADJR> i among sub-sub-categories. Again this classification is made on
Ty the proper’gies of verb type. '
Table 8 gives further sub-categories of Past tense of Verb.
B. Verb (=S) and its sub-categories
A uni-gram or multi-gram word that describes some action, TABLE 8: PAST TENSE AND ITS SUB-CATEGORIES
occurring or state of somethi_ng is ce_lll_et_j Verb. L_ik_e Urdu and Entity Tag Examples
other_ local Ianguage_s, verb in Sa_ralkl is also_ divided amo_ng Near Past VBPASN PRI
multlple sub-categories. Table 6 lists verb main category with i {ile e L
Its tag. < I<VBPASN>
Past VBPAPS | WS -LS
TABLE 6: VERB AND ITS TAG supremacy oY g
Glas {oala <VBPAPS>
Entity | Tag Examples Past dream VBPAPD | ssbhiliy «sbilesd
Verb | VB O3S LS ) S5 - ) 53 leS Ly oale sblesdha ol
dad S OS2 sl <VBPAPD>
<VB> laiaig
=) Past doubt VBPAPD | -1 (o5 (om0
A (el s s sl
There are 9-sub-categories of verb (-5). These sub-categories <VBPAPD>
are formed on the type of work. Table 7 provides details about past condition | VBPACM | -LysS-L.
its sub-categories: or meditation LosaisBla o o ik
sl (e <VBPACM>
TABLE 7: VERB AND ITS SUB-CATEGORIES Past VBPAPR U gl
Entity Tag Examples reinforcement
Present VBPR | = lais— o il &l il (ale Gl Wugtsl 2 sad e
ds Jd & < VBPR>IMLS 5 <VBPAPR>
VBF r e e S
Future @~ @ 5l <VBF> C. Harf (= Particle):
order VBOR | A= _isxs Fn Engllih pirtlcle 15;. defined as 2'1 word ' that can not be
| Jui < < <VBOR> inflected (?r a functlon' word assc.)c?ated with otheT vsford (')r
» 3 ? 5
- phrase to impart meaning”. Saraiki words that lie in this
VBFO e G (s _—

. — category do not fulfill first definition however second definition
fOIjbId. ds 12 <VBFO> can correctly define such words. Following table 9 provides
i d’d ~ details about Harf and its sub-categories.
required VBRQ | Bl -l

<VBRQ> lae: £ 4 TABLE 9: HARF AND ITS SUB-CATEGORIES
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Entity | Sub-Entity Tag Examples
Particle WP 2R-E9- &
s 088 UsS a2 2ol
=) s
<wp>
Conjunction | PWCC | =) — _ail — Jauds
Coordinating L
< Al o S
s ~—~PWCC>
GE ey
Subordinating | PWCS | - S — ~S5iS-
Pk
cle Caa < AU g S China
& oy PWCS>
SE_3)
Semantic PWCM | -gs- = -2 -2 -l
Marker o S J Kacsa
Cablial Coja 29 58 3
= <PWCM>J S
KEY Particle | PWKP =
Ol <aa < S ok G
| PWKP>
Conjunction PWCJ | c2— S-S
Cibe a S <PWCJI>- 2 ue8
= JE S LS
Adjective PWAP | — (> -2l
Particle sl
S8 s ol
Sime<PWAP> _ia
OGS Us o

V. CONCLUSION AND FUTURE WORK

In this paper, we have presented a linguistically motivated Parts
of Speech tagset, MPOST, for Saraiki language. This
hierarchical framework allows designing language-specific tag
sets that are interoperable and flexible. The developed tag set
could be used as a source for further research on Saraiki NLP,
such as design and development of a POS tagger for Saraiki
language. The tag set is tested on custom developed corpora
using manual annotation.

As our own future work, we intend to develop a MPOST tagger
to automatically annotate corpora for Saraiki language.
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