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Abstract: Rainfall of Pakistan big cities (Karachi, Peshawar, Quetta, Lahore, and Islamabad) are investigated by the 
probability distribution. The time series range of monthly analysis (1961 to 2015) is used. In this study, Johnson SB, 
Gen. Pareto, Pareto 2, Power function and Weibull are fitted for rainfall. The significance of probability distribution 
is estimated by Kolmogorov-Smirnov, Anderson Darling and Chi-square statistical tests. The Johnson SB is the best-
fitted distribution observed for each rainfall cities using Chi-square test, while the other two test shows the variation in 
fitted distribution. In our study of the distribution, all rainfall stations obtained (excess of Kurtosis > 0) is leptokurtic. 
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1.  INTRODUCTION 

The weather has severe impacts on human life. 
Researchers have investigated rainfall in any 
country for different purposes such as for design 
purposes of regionalized detail that useful for 
planners and other users [1]. Application of 
probability distribution against rainfall data is 
applied in a different region of the world [2]. In 
the Indian region (Pantnagar) Sharma and Singh 
(2010) described the best-fitted distribution in 
comparison of 16 distributions for maximum daily 
rainfall data [3]. Similarly, 9 distantly stations in 
northeast India analyzed and fitted fived extreme 
value distribution [4]. In this study, five Pakistan 
regions (big cities) are considered. According to big 
cities of Pakistan is the hub of trade, many ruler 
areas trade cash on these cities. These cities are 
the economic hub and the climate of any cities has 
importance to the generation of financial resources. 
Water resources are also the problem of these cities, 
particularly Karachi, while drought and heavy 
rainfall can disturb these cities. For this purpose, 
rainfall analysis of these big cities is important to 
understand the dynamics of rainfall by data fitting 
technique.

The data fitting cycle is one of the strategies 
to estimate parameters in understanding the data 
sample. Numerous statistical techniques allow us to 
estimate the fitted parameters based on sample data. 
The advantage of data analyses and simulation with 
software is to understand the data pattern. In this 
paper, we utilized Easy-Fit software, which allowed 
numerous probabilistic distribution of the given 
data sample, best fitting sample and provided better 
decisions and implementation of results analysis. 
Easy Fit is an interactive software that determines 
the parameters of the dynamical system [5].  Easy 
Fit is friendly software that applied around 70 
distributions on data and performs three tests 
(Kolmogrove, Anderson Darling and Chi-square) 
and using ranks as per goodness of fit [6 and 7]. 
The three data patterns involved here under fitting 
distributions of rainfall and their applicability 
defined by distributions.    

2.   MATERIALS AND METHODS

The study of rainfall is based on five stations in 
Pakistan, including Islamabad, Karachi, Lahore, 
Peshawar and Quetta. Islamabad is the capital 
of Pakistan and other stations are the provincial 
capital of Pakistan. In this study, we used the 



The list of best-fitted distribution using three 
statistical tests is given in Table 2.

2.2.  Goodness-of-Fit Tests (Step 2) 

For choosing the best probability distribution, we set 
goodness-of-fit tests by following null hypothesis: 

H0: rainfall stations follow the best-fitted 
distribution.
HA: rainfall station doesn’t follow the best-fitted 
distribution. 

monthly amount of precipitation (mm) records for 
each station. The records started from 1961 to 2015 
which is 55 years’ rainfall records and 55 years 
containing 660 months. In this paper, the purpose of 
the study to explore the hidden mathematical model 
by three statistical tests by following steps. 

2.1.  Fitting the Probability Distribution (Step 1)  

We have applied the number of the probability 
distribution on each rainfall station. The best-fitted 
probability distributions are found in Johnson SB, 
Gen. Pareto, Pareto 2, Power function and Weibull. 
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Excess Kurtosis 5.2018 22.991 10.17 9.5415 6.4372 
 
2.1 Fitting the Probability Distribution (Step 1) 

We have applied the number of the probability 

distribution on each rainfall station. The best-fitted 

probability distributions are found in Johnson SB, 

Gen. Pareto, Pareto 2, Power function and 

Weibull. The list of best-fitted distribution using 

three statistical tests is given in Table 2. 
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2.2.1. Kolmogorov- Smirnov (K-S) Test 

The Kolmogorov-Smirnov (K-S) test makes a 
comparison between the empirical distribution 
function (EDF) with the distribution function (DF) 
of hypothesized distribution [9 - 10]. The (K-S) test 
has a no better option to use for tail discrepancies, 
it is one of the weakest points of (K-S) test [8]. 
Mathematically,

The (K-S) test is used to decide if a sample 
comes from a hypothesized continuous distribution. 
It is based on the empirical cumulative distribution 
function (ECDF). Assume that we have a random 
sample x1, ..., xn from some distribution with CDF 
F(x). The empirical CDF is denoted by:

The Kolmogorov-Smirnov (K-S) test statistic 
(D) is the largest vertical difference between the 
theoretical and the empirical cumulative distribution 
function (ECDF) [1& 3].

Xi = random sample.  i = 1,2,3………….,n.

2.2.2. Anderson-Darling (A-D) Test 

The Anderson-Darling (A-D) test has a better 
utility to define the tail discrepancies [1] than the 
Kolmogorov-Smirnov (K-S) test. Even though 
both tests are similar but (A-D) test gives more 
weight on the tails of the distribution. The (A-D) 
test doesn’t rely on the number of intervals. The 
use of the (A-D) test applies only to the input 
sample data which is the weakest point of (A-D) 
test [8]. In our study, this test provides fluctuation 
of distributions in dynamical behaviour. More 
precisely, (A-D) test compares to fit an observed 
distribution cumulative distribution function (CDF) 
to an expected cumulative distribution function 
(CDF). Generally, the (A-D) test weight on the tail 
than (K-S) test and statistics denoted by A2 [8, 9 
and10], mathematically written as:  

2.2.3. Chi-Squared (C-S) Test 
 
The (C-S) test is applied to binned data, so the value 
of test statistic χ² depends on how the value of data 
is binned. The number of bins is calculated by this 
formula: 

Oi = Observed frequency for bin i.
Ei = Expected frequency for bin i.
Ei   is calculated by:

	 Ei= F (x2) – F (x1)		             (6)

'i'= number of observations. (i=1, 2………. K) 
K is a number of bins and N is a sample size. 
 

We applied three tests in this paper, the (K-S) 
test not required the binned of data that has more 
advantage than (C-S) test. But (C-S) test helpful 
for peak data and it meets better (R.F) probability 
distribution discussed in the next section of the 
study. 
 
2.3.  Significant Fit of Probability Distribution
       (Step 3) 

The fitness of the probability distribution of 
each station is tested by three goodness-of-fit 
tests. Separately least value in all distributions 
concerning each test was selected. The particular 
distributions test statistic tested by critical value 
(α=0.01 & 0.05) and determined no rejection of 
the null hypothesis and shows rainfall fitness under 
particular distribution.

3.   RESULTS AND DISCUSSION

Pakistan is located in South Asia. The rainfall of 
Pakistan is different in each provincial capital 
and capital of Pakistan. Mostly hot weather is in 
surrounding of Pakistan. The heavy rainfall is 
mostly recorded in the monsoon period of Pakistan. 
In among all province capitals including the capital 
of Pakistan, the heavy rainfall recorded in Islamabad 
as compared to mean can be view in Table 1.  In this 
study, we observed a mean monthly precipitation 
from 1961 to 2015. In that connection utilized 

Probability distribution of Pakistan rainfall big cities 
 

 

For choosing the best probability distribution, we 
set goodness-of-fit tests by following null 
hypothesis:  
 

H0: rainfall stations follow the best-fitted 
distribution. 

HA: rainfall station doesn’t follow the best-fitted 
distribution.  

Table 3. The goodness of fit (GOF)- Summary of Statistics for Rainfall cycles 
 

Cycle 
Kolmogorov Smirnov Anderson Darling Chi-Squared 

Distribution Statistics Parameters Distribution Statistics Parameters Distribution Statistics Parameter
s 

Islamabad Johnson SB 0.02438 

=1.873  
 =0.70726 
=876.37 
 =-3.7806 

Johnson SB 0.3849 

=1.873 
 =0.70726 
=876.37 
 =-3.7806 

Johnson SB 1.6358 

=1.873 
=0.7072
6 
=876.37 
=-
3.7806 

Karachi Gen. Pareto 0.29627 

k=0.72162  
 =5.0708 
 =-1.7556 Pareto 0.056212 

=0.18628 
 =1.4421
E-7 Johnson SB 32.466 

=2.3147 
=0.5100

9 
=469.72 
=-4.316 

Lahore Weibul 0.12727 

=0.749 
=50.861 

Gen. Pareto 0.26957 

k=0.34594 
 =38.663 
 =-5.7321 Johnson SB 9.5319 

=2.3223 
=0.7288
6 
=809.68 
=-8.82 

Peshawar Gen. Pareto 0.090402 

k=0.11146 
 =38.056 
 =-3.6257 Gen. Pareto 3.4813 

k=0.11146 
=38.056  
=-3.6257 Johnson SB 9.8268 

=3.2744 
 =1.0657 
=806.78 
=-
11.228 

Quetta Power Function 0.18757 

=0.08557      
 a=7.1852E
-15  
 b=405.7 Gen. Pareto 37.455 

k=0.38712 
 =15.131 
 =-3.7326 Johnson SB 48.354 

=1.9466 
=0.6816
3 
=258.21 
=-
6.2001 
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numerous mathematical probability distributions 
to illustrate how the rainfall propagates in the 
capital province and the country capital of Pakistan. 
There is right-skewed observed in study stations 
of Pakistan, that is why the mean of each station 
is greater than the median. All stations provide 
positive Skewness and the bulk of data (peak) is on 
the left (Uni-model). The distribution is moderately 
skewed; its right tail is longer that is positively 
skewed of the distribution. The Kurtosis explained 
in terms of the central peak, higher values indicate 
the higher, sharper peak while lower values indicate 
the less distinct peak also mention the tails. Kurtosis 
is associated with the movement of the probability 
distribution on its centre and tails. In our study of 
the distribution, all stations obtained (excess of 
Kurtosis > 0) is called leptokurtic. Compared to a 
normal distribution, its tails are longer and fatter, 
and often its central peak is higher and sharper. The 
rainfall data of all stations are heavy-tailed relative 
to a normal distribution is obtained. The amount of 
variation relative to mean in the station is greater 
than 100%, the all related statistics of the rainfall 
station is depicted in Table 1. 

The list of probability distribution under 
three tests is depicted in Table 2. The Johnson SB 
and Gen. Pareto are observed best fitted for all 
capital provinces and country capital of Pakistan 
based on minimum statistics. With the help of 
the Chi-Squared test, the Johnson SB probability 
distribution was identified in all study stations of 
Pakistan. While the other two tests proposed Gen. 
Pareto, Pareto 2, Weibull and Power function 
distribution. The minimum statistic along with 
parameter of distribution for each rainfall station is 
depicted in table 3.  

The minimum statistics results of Table 3 
are also verified by two figures one is probability 
distribution Fig. and others are probability 
difference Fig. of significant models.  The long 
right tail and significance of fitted distributions can 
be observed for each station Islamabad, Karachi, 
Lahore Peshawar and Quetta are furnished in 
Figure 1 (a-e). The highest peak of rainfall also 
identified rainfall 0 to 80mm has 64% in Islamabad, 
0 to 40mm has 88% in Karachi, 0 to 40mm has 67% 
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For choosing the best probability distribution, we 
set goodness-of-fit tests by following null 
hypothesis:  
 

H0: rainfall stations follow the best-fitted 
distribution. 

HA: rainfall station doesn’t follow the best-fitted 
distribution.  

Table 3. The goodness of fit (GOF)- Summary of Statistics for Rainfall cycles 
 

Cycle 
Kolmogorov Smirnov Anderson Darling Chi-Squared 

Distribution Statistics Parameters Distribution Statistics Parameters Distribution Statistics Parameter
s 

Islamabad Johnson SB 0.02438 

=1.873  
 =0.70726 
=876.37 
 =-3.7806 

Johnson SB 0.3849 

=1.873 
 =0.70726 
=876.37 
 =-3.7806 

Johnson SB 1.6358 

=1.873 
=0.7072
6 
=876.37 
=-
3.7806 

Karachi Gen. Pareto 0.29627 

k=0.72162  
 =5.0708 
 =-1.7556 Pareto 0.056212 

=0.18628 
 =1.4421
E-7 Johnson SB 32.466 

=2.3147 
=0.5100

9 
=469.72 
=-4.316 

Lahore Weibul 0.12727 

=0.749 
=50.861 

Gen. Pareto 0.26957 

k=0.34594 
 =38.663 
 =-5.7321 Johnson SB 9.5319 

=2.3223 
=0.7288
6 
=809.68 
=-8.82 

Peshawar Gen. Pareto 0.090402 

k=0.11146 
 =38.056 
 =-3.6257 Gen. Pareto 3.4813 

k=0.11146 
=38.056  
=-3.6257 Johnson SB 9.8268 

=3.2744 
 =1.0657 
=806.78 
=-
11.228 

Quetta Power Function 0.18757 

=0.08557      
 a=7.1852E
-15  
 b=405.7 Gen. Pareto 37.455 

k=0.38712 
 =15.131 
 =-3.7326 Johnson SB 48.354 

=1.9466 
=0.6816
3 
=258.21 
=-
6.2001 

 
 
 
2.2.1 Kolmogorov- Smirnov (K-S) Test

The Kolmogorov-Smirnov (K-S) test makes a 
comparison between the empirical distribution 
function (EDF) with the distribution function (DF) 
of hypothesized distribution [9 - 10]. The (K-S) 
test has a no better option to use for tail 
discrepancies, it is one of the weakest points of (K-
S) test [8]. Mathematically, 

The (K-S) test is used to decide if a sample 
comes from a hypothesized continuous 
distribution. It is based on the empirical 
cumulative distribution function (ECDF). Assume 
that we have a random sample x1, ..., xn from some 
distribution with CDF F(x). The empirical CDF is 
denoted by: 

𝐶𝐶𝐷𝐷𝐷𝐷 =  𝐹𝐹𝑛𝑛(𝑥𝑥) = 1
𝑛𝑛

[𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 ≤ 𝑥𝑥]    (1) 
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the null hypothesis and shows rainfall fitness under particular distribution. 
 
3. RESULTS AND DISCUSSION         

Pakistan is located in South Asia. The rainfall of 
Pakistan is different in each provincial capital and 
capital of Pakistan. Mostly hot weather is in 
surrounding of Pakistan. The heavy rainfall is 
mostly recorded in the monsoon period of 
Pakistan. In among all province capitals including 
the capital of Pakistan, the heavy rainfall recorded 
in Islamabad as compared to mean can be view in 
Table 1.  In this study, we observed a mean 
monthly precipitation from 1961 to 2015. In that 
connection utilized numerous mathematical 
probability distributions to illustrate how the 
rainfall propagates in the capital province and the 
country capital of Pakistan. There is right-skewed 
observed in study stations of Pakistan, that is why 
the mean of each station is greater than the 
median. All stations provide positive Skewness 
and the bulk of data (peak) is on the left (Uni-
model). The distribution is moderately skewed; its 
right tail is longer that is positively skewed of the 
distribution. The Kurtosis explained in terms of the 
central peak, higher values indicate the higher, 
sharper peak while lower values indicate the less 
distinct peak also mention the tails. Kurtosis is 

associated with the movement of the probability 
distribution on its centre and tails. In our study of 
the distribution, all stations obtained (excess of 
Kurtosis > 0) is called leptokurtic. Compared to a 
normal distribution, its tails are longer and fatter, 
and often its central peak is higher and sharper. 
The rainfall data of all stations are heavy-tailed 
relative to a normal distribution is obtained. The 
amount of variation relative to mean in the station 
is greater than 100%, the all related statistics of the 
rainfall station is depicted in Table 1.  

 The list of probability distribution under three 
tests is depicted in Table 2. The Johnson SB and 
Gen. Pareto are observed best fitted for all capital 
provinces and country capital of Pakistan based on 
minimum statistics. With the help of the Chi-
Squared test, the Johnson SB probability 
distribution was identified in all study stations of 
Pakistan. While the other two tests proposed Gen. 
Pareto, Pareto 2, Weibull and Power function 
distribution. The minimum statistic along with 
parameter of distribution for each rainfall station is 
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Fig 1. The significant probability distribution of rainfall along with comparison in different cities from 196-2015 in (a) 
Islamabad (b) Karachi (c) Lahore (d) Peshawar and (e) Quetta.  
 

The minimum statistics results of Table 3 are 
also verified by two figures one is probability 
distribution Fig. and others are probability 
difference Fig. of significant models.  The long 
right tail and significance of fitted distributions 
can be observed for each station Islamabad, 
Karachi, Lahore Peshawar and Quetta are 
furnished in Figure 1 (a-e). The highest peak of 
rainfall also identified rainfall 0 to 80mm has 64% 
in Islamabad, 0 to 40mm has 88% in Karachi, 0 to 
40mm has 67% in Lahore, 0 to 40mm has 66% in 
Peshawar and 0 to 40mm has 72% in Quetta can 
be seen in Figure 1 (a-e).  

Further, we have checked the comparison of 
the obtained three tests distribution (Rank 1) with 
probability difference of distribution. The graph 
shows the acceptance of Johnson SB is more 
because less probability difference observed 
during study rainfall (mm). All significance of 
probability distribution is verified in Figure 2 (a-
e). The similar regional difference shows the 
exponential decay of each station. We considered 
five big city rainfall stations in Pakistan. 
According to the higher concentration of rainfall, 
the probability difference was easy to visualize the 
probability differences indicates Johnson SB 
probability distribution.      
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Fig. 2. Probability difference of significant distribution under three tests with comparison in (a) Islamabad(b) Kara-
chi (c) Lahore (d) Peshawar (e) Quetta from 1961-2015.
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Fig 2. Probability difference of significant distribution under three tests with comparison in (a) Islamabad(b) Karachi (c) 
Lahore (d) Peshawar (e) Quetta from 1961-2015. 
 
4. CONCLUSION  

The study was based on the generation of rainfall 
by the probability distribution. We utilized three 
tests confine on Johnson SB, Gen. Pareto, Pareto 
2, Power function and Weibull distribution. But 
the comparison of among all three tests Chi-square 
produces a better option of peak data. Based on 
Chi-Square Johnson SB identified in each rainfall 
station, that is also verified with distribution 
probability differences. The probability differences 
of each station examine the less difference of 
probability which indicates Johnson SB 
distribution.   

Further, we have observed that Islamabad is 
the heaviest rainfall station and Karachi was the 
lowest rainfall station but the behaviour of each is 
exponentially decayed. Based on results, we can 
conclude that in the future the generation of each 
big city of Pakistan rainfall follows a similar 
pattern of rainfall using Johnson SB distribution. 
This established probability distribution may 
represent the precipitation in hydrology, 
meteorology and others. The study parameters 
results may be applied for the identification of the 
best-fitted probability distribution of weather.  
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in Lahore, 0 to 40mm has 66% in Peshawar and 0 
to 40mm has 72% in Quetta can be seen in Figure 
1 (a-e). 

Further, we have checked the comparison of 
the obtained three tests distribution (Rank 1) with 
probability difference of distribution. The graph 
shows the acceptance of Johnson SB is more 
because less probability difference observed during 
study rainfall (mm). All significance of probability 
distribution is verified in Figure 2 (a-e). The similar 
regional difference shows the exponential decay of 
each station. We considered five big city rainfall 
stations in Pakistan. According to the higher 
concentration of rainfall, the probability difference 
was easy to visualize the probability differences 
indicates Johnson SB probability distribution.     

4.   CONCLUSION

The study was based on the generation of rainfall by the 
probability distribution. We utilized three tests confine 
on Johnson SB, Gen. Pareto, Pareto 2, Power function 
and Weibull distribution. But the comparison of among 
all three tests Chi-square produces a better option of 
peak data. Based on Chi-Square Johnson SB identified in 
each rainfall station, that is also verified with distribution 
probability differences. The probability differences of 
each station examine the less difference of probability 
which indicates Johnson SB distribution.  

Further, we have observed that Islamabad is the 
heaviest rainfall station and Karachi was the lowest 
rainfall station but the behaviour of each is exponentially 
decayed. Based on results, we can conclude that in the 
future the generation of each big city of Pakistan rainfall 
follows a similar pattern of rainfall using Johnson SB 
distribution. This established probability distribution 
may represent the precipitation in hydrology, 
meteorology and others. The study parameters results 
may be applied for the identification of the best-fitted 
probability distribution of weather.  
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