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Abstract: In this paper, we introduce some new subclasses of analytic functions related to starlike,
convex, close-to-convex and quasi-convex functions defined by using a generalized operator. Inclusion
relationships for these subclasses are established. Also, we introduce some integral-preserving
properties. Moreover, connections of the results presented here with those obtained in earlier works are
pointed out.
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1. INTRODUCTION

Let A denotes the class of functions f (z ) which are analytic in U = {z eC:z < 1} and be given by

f(iz)=z +ianzn. (1)

Let S denotes the subclass of A consisting of univalent functions in U . A function f (z)e S is called
starlike function of order (0 < & <1) if and only if
Re{w}>a(oga<l;zeU), @)
f(z)
we denote the class of starlike functions by S (). Also, a function f (z)e S is called convex function

of order (0 <« <1) if and only if

e{l+M}>a(OSa<l;zeU). 3)
S (@)
We denote this class by C () . It is well known that:

f@)eC@ezf z)eS (@(0<a<lzel). “4)

A function f (z)e€ A is called close-to-convex function of order S(0< f<1) and type a(0<a <), if

there exist a function g(z )€ S (&) such that
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Re{%}>ﬁ(0£ﬂ<l;zeU), %)

we denote this class by K (f,) . Also, a function f (z)e A is called quasi-convex function of order
PO B<1) andtype a(0<a<]l), ifthere exists a function g(z)e C (&) such that
7))
e u >B(0<B<l,zeU), (6)
g (z)
we denote this class by K “(f,«) . Similarly, It is well known that:
f@eK (Ba)ozf (2)eK(B.0) (0<a,B<lizel). (7

For further information about starlike, convex, close-to-convex and quasi-convex function, see [18], [23],
[25], [27], [31], [33], [36] and [37] etc.
Following the recent work of EI-Ashwah and Aouf [11] and [10, withp =1], for

meN, ={0,1,2,...}, >0, >-1 and f (z)e A given by (1), the integral operator L7, is defined as

follows:
f(Z)a m :0,
Lm = 1+1Z 1+ 8
i/ ) %zl‘Tjﬁ‘zL';j t)ydt, m=12,... ®)
0
It is clear from (8) that:
- I+1 3
L f(z)=z+ —— | az" (A>0;l>-1,meN,). 9
2l (@) ;[Hm_l)ﬂ) 2" 0) ©)

Also, for 4 >0 and a,c € C, are such that Re {c —a} >0, Raina and Sharma [32] defined the integral

operator J;“: A — A , as follows:
(i) forRe{c —a}>0andRe{a}>-4 by

Tc+4) 1

J'(l—t)””’l 17 (ztM)dr; (10)
I'a+A4) T'(c —a)

0

S (z)=

(ii) for a =c by

Jf(@)=1(z). (11)
For f (z) defined by (1), it is easily from (10) and (11) that:

l"(c+A)iF(a+nA)a -
Ta+A4)“<T(c+nd) "

(4 >0;a,ce C;Re {c —a} >0;Re {a} >—4)

JUf(z)=z+ (12)

By combining the two linear operators L’ , and J;* . Then, the generalized operator
I; (a,c,A): A —A,
is defined for the purpose of this paper as follows:
I} (ac, A)f () =17, (I (2)) =T (LS (2)), (13)
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which can be easily expressed as follows:

I} (a,c,A)f (z)=z +

F(c+A)il"(a+nA)( [+1 J 0z, (14)

IlNa+A)ZT(c+nA)\ I+ A(n -1 +1
(4 >0;a,ce C;Re{c—a}20;Re{a}>-4;1>0;1 >—1;me N)).
In view of (1.8), (1.11) and (1.13), it is clear that:
I1; (a,c,A)f (z)=J;f(z) and I} (a,a,A)f (z)=L) f(z). (15)
By specializing the parameters in (1.14), we note that the operator [ (a,c,4) generalizes a lot of

previous operators, as follows:

(i) 17, (u=1,0,0f (z)=1}, , [ () (A>0;] >-Lu>0;me Ny ={0,1,2,..}) (see Aouf
and El-Ashwah [3]);
(ii) I7,(u—1,0,1)f (z) :I,S)ﬂ f(z )(l >—-1Lu>0;s€ R) (see Cho and Kim [8]);

(i)  17(u=-1,01)f (z)=1I],f (z)(A>0;u>0;m e Z) (see Aouf etal. [2]);

(iv) I} )(a,a,A)f (z)=1"(A1)f (z)(A>0;] >-L;ne N;) (see Catas [7]);

(v) 17 (a,a,A)f (z)=J" (A 1)f (z)(A>0;] >-1;me N;) (see El-Ashwah and Aouf [10]);

~vi) I (a,a,A) (z)=1}f (z)(A>0;neZ) (see Patel [30]);

i)  I{, (a,a,A) (z)=Lyf (z )(u>0;0>0) (see Komatu [16]; Aouf[1]);

(viii) 1/ (a,a,A)f (z)=L°f (z)(0>0) (see Jungetal. [15]; Liu [19]);

(ix)  I/(a,a,A)f (z)=L"f (z)(BeZ) (see Uralegaddi and Somanatha [39]; Flett [12]);

x)  I}@ad) (z)=1"f(z)(neN,) and I} (a,a,4)f (z)=D"f (z)(n e N,)(see Salagean [35]);

i)  I{(a,a,A)f (z)=P"f (z)(u>0;] >—1) (see Gao etal. [13]);

(xii) I, (a,a,A)f (z)=L,f (z)(0>0) (sec Owa and Srivastava [29]; Srivastava and Owa [38]);

xiii) 1], (B,a+B-y+LDf (2)=Rf () (y>0,2y-1;8>-1) (seec Aoufetal. [4]);

xiv) 1], (B.a+B0f (z)=0f (z)(@20;#>-1) (see Liu and Owa [21]; Jung et al. [15]; Li
[17]; Liu [20]);

(xv) 12’, (@a-Le-LD)f (z)=L(a,c)f (z )(a,c e C\Z,,Z, = {0,—1,—2,...}) (see Carlson and
Shaffer [6]);

xvi) 17, (u=Lv,)f (z)=1, f (z)(>0;v >—-1) (see Choi et al. [9]);

(xvii)  1,(e,0,1)f (z)=D"f (z)(a>-1) (see Ruscheweyh [34]);

(xviii) 12’, Ln,D)f (z)=D"f (z )(n € NO) (see Noor [26]; Noor and Noor [28]).

Using (1.14), we can obtain the following recurrence relations, which are needed for our proofs in
following two sections:

Z([Zlﬂ(a,C,A)f(z)) 1+ -2

%zz,w,c,Ay(z)— @A) ), (16)
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(17 ey ) =22

17 (a+lc,A) (z )—%J;f, (@c,Af (). (7

Definition 1. By using the operator /), (a,c,4)f (z) defined by (14), we introduce the following

subclasses of the class A, as follows:

Sy, dse)={f 1 f(z)eBand]] (a.c,A)f (z)eS (@)}, (18)
Cac,A;)={f : f(z)eAand ] (a,c,4)f (z)eC(a)}], (19)
K} (acd;Ba)={f : f(z)enand ] (a,c,A)f (z)e K (B, o)}, (20)
K (ac,d;fa)={f : f(z)eAand]] (ac,4)f (z)e K (B.a}, 21

(4 >0,a,ce C,Re{c—a}20,Re{a}>-4,1>0,1 >-1,0<a, f<1,m e N).

Remark 1. If we set a =¢ in Definition 1, we obtain the following subclasses of A :

S;"e)={f 1 f(z)enandL] f (z)eS (@)}, (22)
Cr(a)={f : f(z)enand L] f (z)eC(a)}, (23)
K} (B.o)={f : f(z)enand L} f (z)e K (B 2)}, (24)
K (B.oy={f : f(z)enand L} f (z)e K (B.a)}. (25)

Where L7 f(z) is defined by (9).

Remark 2. If we set m =0 in Definition 1, we obtain the following subclasses of A :

S'(a.c. ;) ={f : f(z)eAandJ[f (z)e S (@)}, (26)
Cla,c,A;a)={f : f(z)enandJ}*f (z)eC(a)}, (27)
K(a,c,4;B.0)={f : f(z)eAandJi°f (z)e K (B, )}, (28)
K'(@c,d;p,e)={f : f(z)eAandJ{"f (z)e K '(B.a)}. (29)

Where J{“f (z) is defined by (12).

In order to introduce our main results, we shall need the following lemma which is given by Miller and
Mocanu [24].

Lemma 1. Let u =u, +iu, ,v =v +iv, and let y(u,v) be a complex-valued function such that
v :D—->C (DcCxC).

Suppose also that the function w(u,v) satisfies each of the following conditions:

(i) w(u,v) iscontinuousin D;

(i) (1,0)e D and Re{w(1,0)}>0;
(iii) Re{y(iu,,v,)}<0 forall (iu,,v,)e D such that

v, S—%(l—f—uf). (30)
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Let

h(z)=1+cz +czzz+..., 31
be analytic in U such that (h(z),zh’(z))e D (z €U). If Re{y(h(z),zh'(z))}>0(z €U), then
Re{h(z)}>0 forz eU.

2. INCLUSION RELATIONSHIPS

Unless otherwise mentioned, we shall assume throughout the paper that 4 >0, a,c € C, Re {c —a} >0,
Re{a}>—A, A>0, I>-1, 0<a,f<1l, me N, and f (z)e A.

In this section, we give several inclusion relationships for analytic function classes, which are associated
with the generalized operator 77, (a,c,4)f (z) defined by (14).

Theorem 1. Let a =a, +ia, with Re{a}>-Ac, then
Sa+lc,4;0) S (a,c,A;a) S  (a,c,4;0). (32)
Proof. (i) we begin with showing the first inclusion relationship
S (a+lc,4;a) S} (a,c,4;0), (33)

N

which is asserted by Theorem 1. Let f (z)e S}’ (a+1,c,4;) and set

2 (17 @A) ()

17, (a,c,A)f (z)
where h(z) is defined by (31). By using the identity (17) and (34), we obtain
a+Ad 1, (a+lc,A)f (z)

A 17 (a,c,A)f (z)

By using logarithmic differentiation on both sides of (35), we obtain
(1l dV @) = (1@edy @) (1-a)ae)

I (@+le,A)f (z) I ac,A)f (=) (1—a)h@z)+a+s’

—a=(-a)h(z), (34)

=(1—0{)h(z)+0{+%. (3%5)

using (34) in the above equation, we obtain

Z(IZf,(aH,c,A)f(Z))'_a_(l_a)h(z)+ (1-a)zh'(z)
I} (a+1c,4) (z) - (1—a)h(z)+a+=

or

z (17 (@a+Le,A)f (2)) am(ea)hey s (1-a)zh'(z) 6

17 (a+1c,A)f (z) Al(-a)h(z)+a]+a
Now, we choose u =h(z)=u, +iu, and v :Zh'(z):vl +iv,, and define the function y(u,v) by
A(l—(l)v
Al(-a)u+a]+a

yu,y)=(1-a)u+



6 Rabha M. El-Ashwah & Alaa H. Hassan

It is easy to see that the function w(u, ) satisfies conditions (i) and (ii)) of Lemma 1 in

A(a-1)

D = ((C \{ et }) X C. Also, we verify condition (iii) as follows:

A(l-a)y, }: A(od+a)(1-a)y,
A[(1- @)iu, + a]+a [(A(x+a1)2+(A(1—0()u2+a2)2:|
A(ad+a)(1-a)(1+u3)

) _2[(Aa+ a) +(A(1-a)u, +a2)2] <0

Re{w(iu,,v)} = Re{

Which shows that W (u,v)=w(h(z),zh'(z)) (z €eU) satisfies the hypotheses of the Lemma 1, then
Re {h(z )} >0 (z €U), then using (34), we have f (z)e S’ (a,c,A;). This completes the proof of
(33).

(i1)) Now, we prove
S (a.c,d;0) <S8, (ac,4;0), (37)

which is the second inclusion relationship of Theorem 1. Let f (z )€ S)" (a,c,4;cr) and set

1" (a,c,A
d e ( ye) —a=(-)h(z), (38)
17, (a,c,A) (z)
where /(z) is defined by (31). By applying the identity (16) in (38), we obtain
1}, (a,c,A4 -
1+1 :,il(ac V() ez ras ! A (39)
2’ I/I,l (a’C,A)f (Z)
By using logarithmic differentiation on both sides of (39), we obtain
z (1} (@.c,A)f (2)) _z(zgjj‘(a,c,A)f(z))  (1—a)zh )
17, (a,c,A)f (z) I;’i,*l(a,c,A)f(z) (1—a)h(z)+a+%,
using (38) in the above equation, we have
z (17 (a,c,A) (z | Al—a)zh’
(,j”( Vi )) —a=(1-a)h(z)+ (1-a)zhz) . (40)
17, (a,c,A) (z) A((1—a)h(z)+a)+(1+1-2)

By using arguments similar to those detailed before, together with (40) and w(u,v) is continuous in

D :((C\{l— Mf;lm})xc, then we can prove (37), which is the second inclusion relationship of

Theorem 1. Combining the inclusion relationships (33) and (37), we complete the proof of Theorem 1.

Theorem 2. Let a =a, +ia, with Re{a}>-Aa, then
C; (a+lc,4;0)cC] (a,c,A;0) C] [ (a,c,4; ). (41)
Proof. We first show that
C; (a+lc,4;,0)cC} (a,c,4;0). (42)

Let f(z)e CZ, (a+1,c,4; ). Then, using Theorem 1, we have
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7 (@+le,A) )eC@) &z (Il @+le,A) () eS (@)
1) (a+lc,A)zf(z)e S ()
&zf(z)e S (a+1,c,4;0)
=zf'(z)e S;"I’ (a,c,4;00)
<1 (a,c,A)zf "(z)e S (&)

oz (17, @e,A) ) €S (@)
&1 (a.c,A) (z)eC(a)
e f(z)eC) (a,c,4;0).

This completes the proof of (42). By using arguments similar to those detailed above, we can also prove
the right part of Theorem 2, that is, that

C; (a,c,A;a)cC) (a,c,4;0). (43)
Combining the inclusion relationships (42) and (43), then the proof of Theorem 2 is completed.

Theorem 3. Let a =a, +ia, with Re{a}>-Aa, then

K} (a+lc,d;B,a)cK] (a,c,4;8,0) c K] (a,c,4; B, ). (44)
Proof. Let us begin with proving that
K} (a+lc,4;B,a)cK] (a,c,4;B,a). (45)

Let f(z)e K}, (a+1,c,4;p,0). Then there exists a function g(z)e S "(o0) such that

z (I} (@+1c,4) (2))
g(z)

Re

>pB (zeU).

Weput g(z)=1, (a+1,c,4)k(z),so that we have k (z)e S’ (a+1,c,4;0) and

Al

z ([Zl(a+l,c,A)f (Z))
I}, (a+lc,A)k(z)

Re

>p (zeU).

Next, we put
z (1] (a,c,)f (2))
17, (a,c,A)k(z)
where i(z) is given by (31). Thus, by using the identity (17), we obtain

z (1], (a+1lc,A)f (2)) I+ ) )
[l (@+le,dk(z) I (a+le,A)k(z)

=(1-B)h(z)+p, (46)

Az (15 e A)ef (@) + 44 1] (e, A)ef (2)
LZ (IZIJ(CI,C,A)]C(Z)) 4+ -4 [Zl(a,c,A)k(Z)

A+a A+a

21 @, d)zf () 1P (ae,d)zf (2)

AT e k) I ek () )
Ij’n’[(a’(;ﬂcl)k(z)
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Since k(z)e S, (a+1,c,4; ), by using Theorem 1, we can put
z (17 (a,c,A)k (2))
17, (a,c,A)k(z)

where G(z)=g, (x,y )+ig2 (x,y) and Re{G(z)}zg1 (x,y ) >0 (z € U). Using (46) and (48) in
(47), we have

=(1-a)G(z)+a, (48)

z\I7)(ac.A)zf '(Z)

z(lzfz<a+1,c,A)f(z>)'_A (Igz,WA)k(z) +a f+(1- ﬂh(z)]

= (49)
1}, (a+lc,A)k(z) A[(1-a)G(z)+a]+a
Moreover, from (46), we can put
z (1}, (@.c.4) (2)) =[(1=B)h(z)+B]I} (a,c. Ak (). (50)

Differentiating both sides of (50) with respect to z , and using (46) and (48), we obtain
z (IZ’J (a,c,A)zf '(z ))

17, (a,c,A)k(z)
By substituting (51) into (49), we obtain

2 (17, @+Le, A)f ()

=(1-B)zh’ @) +[(1-B)h )+ B][(1-)G () +e].  (51)

A(1-p)zh'(z)

-p=(1-p)h : 52
17, (a+1le, Ak (z) p=ti=p) (Z)+A[(1—“)G(Z)+a]+a Y

In (52), take u = h(z)=u, +iu,, v =zh’(z)=v, +iv, and define the function y(u,v ) by
wuw)=(1-B)u + A(-p) (53)

A[(1-a)G(z)+a]+a
where (u,v)e D = CxC. Then it follows from (53) that:

(i) w(u,v) is continuous in D;

(ii) (1,0)e D and Re{w(1,0)}=1-/>0;

(iii) for all (iu,,v,)€ D such that v, < —%(1 +u22), we have

Re{l//(iuz,vl)}=Re{ A(l_ﬂ)vl }

A[(1-2)G(@z)+a]+a

(4(-pp, J(4[(1-0)g,)+a]+q, |

2

_(A[(l—a) (@)+al+a ) +(4(1-a)g,()+a, )2
(4 (=B (1+23) )(4[(1-0)g =) +a]+q, )

(
2[(/1 [(1-)g,(z)+a]+a, )2+(A g, (z)+a, )2]

<0,
which shows that w(u,v) satisfies the hypotheses of Lemma 1. Thus, in light of (46), we easily deduce

the inclusion relationship (45).
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The remainder of our proof of Theorem 3 would make use of the identity (16) in an analogous manner.
Therefore, we choose to omit the details involved.

Theorem 4. Let a =a, +ia, with Re{a}>-Aa, then

K"(a+l,c,4;8,0)cK " (a,c,4;8,0) K" " (a,c,4; ). (54)

Proof. Just, as we derived Theorem 2 as a consequence of Theorem 1 by using the equivalence (4).
Similarly, we can prove Theorem 4 by using Theorem 3 in conjunction with the equivalence (7).
Therefore, we choose to omit the details involved.

Remark 3.

(i) Taking m =s (S € R), A=1,a=p-1(u4>0), c=0 and 4 =1 in Theorems 1-3, we obtain the
results obtained by Cho and Kim [8, Theorems 2.1-2.3 with ¢(z)=y(z) = {f—;];

(ii)) Taking a= ,u—l( o> 0) ,c=0 and 4 =1 in Theorems 1-3, we obtain the results obtained by
Aouf and El-Ashwah [3, Theorems 1-3 with ¢(z)=w(z) = {f—j 1;

(iii)) Taking / =0, a=u —1( > 0) ,c=0 and 4 =1 in Theorems 1-3, we obtain the results obtained
by Aoufet al. [2, Theorems 1-3 with @(z) =w(z) ==

-z I*

Taking a =c in Theorems 1-4, we obtain the following corollary.
Corollary 1. For the subclasses S, (@), C}, (@), K, (B,«) and K" (B,c) defined in Remark 1, we
have the following inclusion relations.
S S, (o),
Cl()cC] (@),
K] (B,o)cK] (B.a),
K} (B.o) K] (B,).
Remark 4.
(i) Taking A=1, m = (u>0) and / =a—1(a>0) in Corollary 1, we obtain the results obtained by
Aouf [1, Theorems 1-4];
(i) Taking A=/=1 and m =0 (O' > 0) in Corollary 1, we obtain the results obtained by Liu [19,
Theorems 1-4].

Taking m =0 in Theorems 1-4, we obtain the following corollary.

Corollary 2. For the subclasses S (a,c,4; ), C(a,c,A4;e), K (a,c,4;,a) and K “(a,c,4;,) defined in
Remark 2, we have the following inclusion relations.
S (a+1l,c,4;a) =S (a,c,4;),
C(a+lc,4;0)cC(a,c,A;),
K(a+1,c,4;p,00) cK (a,c,A4;B,a),
K (a+lc,4;B,0) cK (a,c,4; B, ).
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Remark 5. Taking o =4=0, a=u-1(1£>0), c=A(A>-1) and 4 =1 in the first three inclusion
relationships of Corollary 2, we obtain the results obtained by Choi et al. [9, Theorems 1-3, only the first
parts with ¢(z ) =y(z) =1=1.

3. INTEGRAL-PRESERVING PROPERTIES INVOLVING THE INTEGRAL OPERATOR L
For 0>-1 and f(z)e A, we recall the generalized Bernardi-Libera-Livingston integral operator

L_: A— A  asfollowing (see Owa and H. M. Srivastava [29]):

o

5
LJ(Z)=GZ—-:Jt"f(t)dt

:z+i(0+1 )anz” (0>-1f (z)e ). (55)

“\o+n
The operator L_f (z )(O' eN ) was introduced by Bernardi [5]. In particular, the operator L,f (z) was

studied earlier by Libera [18] and Livingston [22]. Using (14) and (55), it is clear that L_f (z) satisfies

the following relationship:

z (I} (@.c, LS (2)) =(o+1)I} (a.c,A)f (2)—01} (a.c,A)Lf (z).  (56)
In order to obtain the integral-preserving properties involving the integral operator L _, we need the

following lemma which is known as Jack's Lemma (see [14]).

Lemma 2. [14]. Let @(z) be a non-constant function analytic in U with @#(0)=0. If |w(z)| attains its

maximum value on the circle |z |=r <1 at z, then

2,0/ (z,) = {o(z,),

where { is a real number and {21 .

Theorem 5. Let 0>~ . If f(z)e S) (a,c,4;), then
L.f(z)eS, (a,c,4;a).
Proof. Suppose that f (z)e S (a,c,4;c) and let

| _ 1+(1-2a)oz)

z (I}, (a.c,A)L,f (2))

m ) (57)
13, (a,c,A)Lyf (z) 1-a(z)
where @(0)=0. Then, by using (56) and (57), we have
I} (a,c,A)f (z) o+l+(l-0-2a)w(z) .

17 @e, DL f(z)  (o+1)(1-o(=))

which, upon logarithmic differentiation, yields

1

z (li’fz(aacaA)f(Z) ) I+(1-20)axz) za/(z) (1-0-20)za(z)
= + + ., (59)
I} (a,c,A)f (z) 1-w(z) l1-o(z) (1-o-2a)w(z)+0+1
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so that
z (1/;,”,] (a,C,A)f (Z) )
— —a=(1-a)
17, (a,c,A)f (z)
Now, assuming that ‘1’1"12‘*1)(‘ |w(z )| = |a)(z 0)| =1(z €U ) and applying Jack's lemma, we obtain

20z ) ={ofz,) (R D) (61)
If we set a)(zo)ze“g (6e R) in (60) and observe that

Re {(1—05)%}: 0,

l+a(z) zd(z) (I-o-20)z ()
l—o(z) 1-w(z) (1-o-2a)a(z)+0+1

(60)

then, we obtain

Z([”Z’(a’c’A)f(Z))'_Ot =Re Zow,(zo)_,_ (1—0'—205)20(0’(20)
I} (a,c,A)f (z) B l1-o(z,) (I-o-2a)w(z,)+0+1

e (1—o-2a)e’ +0+1

:Re{;ei€+ (1-o-2a)¢e” }
1
2{(c+a)(1-a)
2(1+0)(1-0-2a)cos 0+ (1+0) +(1-0-2a)’

<0,

which obviously contradicts the hypothesis f (z)e S} (a,c,4; ). Consequently, we can deduce that

laz) <1 (Z eU ), which, in view of (57), proves the integral-preserving property asserted by

Theorem 5.
Taking a =c in Theorem 5, we obtain the following corollary.

Corollary 3. Let o>~a. If f(z)e S, (@), then L f(z)e S, (a), where the subclass S (@) is
defined by (22).

Remark 6.

(i) Taking A=1,m = ,u( y7 0) and [ =a —l(a > 0) in Corollary 3, we obtain the results obtained by
Aouf[1, Theorem 5];

(i) Taking A=7/=1 and m = O'(O' > 0) in Corollary 3, we obtain the results obtained by Liu [19,
Theorem 5].

Taking m =0 in Theorem 5, we obtain the following corollary.

Corollary 4. Let o>—-a. If f(z)€ S (a,c,A;@), then L _f (z)e S (a,c,A;c), where the subclass
S*(a,c,4;a) is defined by (26).

Remark 7. Taking =0, a=u—-1(u>0), c=A(1> 1) and 4 =1 in Corollary 4, we obtain the
results obtained by Choi et al. [9, Theorem 4, with ¢(z ) = 1= 1.
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Theorem 6. Let o>—o . If f(z)eC] (a,c,4;), then
L.f(z)eC} (a,c,4;).
Proof. By applying Theorem 5, it follows that
f(z)eC)(a,c,A;0) & zf (z)e S, (a,c,4;)

=L,(zf"(z))e S} (a,c,4;0)

&z (Lf(2)) €S} (a,c,4;a)

S Lf(z)eCy (a,c,4;0),
which proves Theorem 6.

Taking @ =c¢ in Theorem 6, we obtain the following corollary.

Corollary 5. Let O > —0O. If f (z)e C} (@), then L f (z)e C} («), where the subclass C; (&) is
defined by (23).

Remark 8.

(i) Taking A=1, m =p(x>0) and / =a—1(a>0) in Corollary 5, we obtain the result obtained by
Aouf[1, Theorem 6];

(i) Taking A=1=1 and m = O'(O' > 0) in Corollary 5, we obtain the result obtained by Liu [19,
Theorem 6].

Taking m =0 in Theorem 6, we obtain the following corollary.

Corollary 6. Let o>-«. If f(z)eC(a,c,4;c), then L f (z)eC(a,c,A;a), where the subclass

C(a,c,A4;) is defined by (27).

Remark 9. Taking =0, a :,u—l(,u > O) , C :/1(/1 >—1) and 4 =1 in Corollary 6, we obtain the
results obtained by Choi et al.[9, Theorem 5, with ¢(z ) = {f—j ].
Theorem 7. Let 0 >~ If f(z)e K] (a,c,4;,@), then

L.f(z)e K}, (a.c.4; 5. 0).
Proof. Suppose that f (z)e K, (a,c,4; B,&) . Then, there exists a function g(z)e S’ (a,c,4;) such
that

1

z (17 (@c. A 2))
IZ/ (a,c,A )g (Z)

Thus, upon setting

z (IZ] (a,c,A)L f (z ))
I3 (a,c,A)L,g(z)

-B=(1-B)h(z), (62)
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where h(z) is given by (31), we find from (56) that

’

z (I @e, A () 17 (e, A)zf (@)
Ixrlrfl (Cl,C‘,A)g(Z) [ZI(G,C,A)g(Z)

_z (1@ A)L,af )) +o (1] e, ALz ()
z (17 (a,c,A)L,g(z)) +o (1} (a.c,A)L,g(z))

’

2(17) (@ed)Lozf () 17 (e A)Lozf "(2)
17,(a,c,4)Lsg(z) 17, (ac,A)Lsg(z)
2(17)(@ed)Log (2))
17, @A) leg ()

(63)

Since g(z)e S, (a,c,4;a), we know from Theorem 5 that L_g(z)e S’ (a,c,4; ). Then, we can set
z (I}, (a.c,A)L,g(2))

I (ac, A)L,g(z)
where Re{H (z)} >0 . Then, substituting (62) and (64) into (63), we have

—a=(1-a)H (z), (64)

’

.z (IZI (a,c,A)L,zf '(z ))
(10 @e Ay @) I2@eA)L,g() +o[B+(1-B)h(z)]

1}, (a,c,A)g(z) [I-a)H@)+a]+o
Also, we find from (62) that

(65)

2 (1] @, LS () = (17 @e, )L,g))[(1-B)h )+ 8] (66)

Differentiating both sides of (66) with respect to z, we obtain

. (z (17 @e, AL f (2 ))') = (1=B)zh ) (1], (@ e, A)L,g ()

+z (I,’{f,(a,c,A)Log(z)) [(l—ﬂ)h(z)+ﬂ], (67)

that is,

z (z (1} (@,c,A)Lf (2)) )
17 (ac,A)L,g(2)
Substituting (68) into (65), we find that

(1 @ed @) (1= B) ')
17, (a,c,A)g(z) A=l ﬂ)h(z)+[(l—a)H(z)+a]+o-'

=(1-8)zh'2)+[(1-B)h()+ B][(1-a)H (z)+].  (68)

(69)

Then, by setting u =h(z)=u, +iu, and v =zh'(z)=v, +iv,, we can define the function w(u,v) by

(1-B)v
[(1-a)H(z)+a]+0’

l//(u,v):(l—ﬁ)u +

where (#,v)€ D = CXC. The remainder of our proof of Theorem 7 is similar to that of Theorem 3, so

we choose to omit the analogous details involved.
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Remark 10.
(i) Taking m =s (s € ]R), A=1, a =,u—1(/1 >0), ¢ =0 and 4 =1 in Theorems 5-7, we obtain the

results obtained by Cho and Kim [8, Theorems 3.1-3.3 with ¢(z)=y/(z)=1=];

-z
(i) Taking a= ,u—l( > 0) ,c=0 and 4 =1 in Theorems 5-7, we obtain the results obtained by
Aouf and El-Ashwah [3, Theorems 4-6 with @(z)=y/(z)=+1=];

(iii) Taking / =0, a=x—-1(#>0), ¢ =0 and 4 =1 in Theorems 5-7, we obtain the results obtained
by Aouf et al. [2, Theorems 4-6 with @(z)=y(z)=1=1.

Taking a =c¢ in Theorem 7, we obtain the following corollary.

Corollary 7. Let o>-a. If f(z)e K] (B,a), then L f(z)e K} (B,a), where the subclass
K} (B, ) is defined by (24).

Remark 11.

(i) Taking A=1,m = ,u( U> 0) and [ =a —1(a > 0) in Corollary 7, we obtain the results obtained by
Aouf[1, Theorem 7];

(i) Taking A=/=1 and m = O'(O' >0) in Corollary 7, we obtain the results obtained by Liu [19,
Theorem 7].

Taking m =0 in Theorem 7, we obtain the following corollary.

Corollary 8. Let o>-a. If f(z)eK(a,c,A;p,2), then L f (z)e K(a,c,4;B,0), where the
subclass K (a,c,A;f,«) is defined by (28).

Remark 12. Taking o =f=0, a=p-1(#>0), ¢=A(A>-1) and 4 =1 in Corollary 8, we obtain
the results obtained by Choi et al. [9, Theorem 6, with @(z)=w(z)=1=1.

-z

Theorem 8. Let 0 >—« . If f(z)e K" (a,c,4;p,), then

L.f(z)eK ) (a,c,4;8,a).
Proof. Just as we derived Theorem 6 from Theorem 5. Easily, we can deduce Theorem 8 from Theorem 7.
So we choose to omit the proof.

Taking a =c in Theorem 8, we obtain the following corollary.
Corollary 9. Let o>-a. If f(z)e K, (B,c), then L f(z)e K" (B,a), where the subclass

K" (B,) is defined by (25).

N

Remark 13.
(i) Taking A=1, m =u(u>0) and / =a—1(a >0) in Corollary 9, we obtain the results obtained by
Aouf[1, Theorem 8];
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Taking A=/=1 and m =0(0>0) in Corollary 9, we obtain the results obtained by Liu [19,
Theorem 8§].

Taking m =0 in Theorem 8, we obtain the following corollary.

Corollary 10. Let o>-a . If f(z)e K (a,c,4;B,0), then L, f (z)e K (a,c,A;[,c), where the

subclass K “(a,c,A4; [, ) is defined by (29).

4.

CONCLUSION

From the results obtained in this paper, we can easily obtain the corresponding results of the well-known
operators such as Jung-Kim-Srivastava operator, Carlson-Shaffer operator, Noor operator, Ruscheweyeh
operator, Salagean operator, and others as a special choices of the parameters as mentioned before.
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