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1. INTRODUCTION

In production management, a scheduling problem 

available resources to tasks over time. 

machine operate according to the FIFO discipline. 

the system. The most important property of PFS 

independent of machine numbers. 

 The various algorithmic methods have been 
suggested to obtain optimum makespan. While the 

makespan is abridged, the corresponding parameters 

centre of attention for many researchers. 

further developed by Ignall and Scharge [2].

consists essentially in splitting the given m-machine 
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much more computational effort.

minimizing total delay and run-out delay.  They have 

these delays. One of the heuristics turns out to be 

 In 1982, Stinson et al [8] has proposed a radically 
different approach.  They treated the makespan 
oriented problem as a travelling salesman problem 

the cost of increased computational effort.

2. STUDY METHODOLOGIES

2.1 Gupta Method (GUPTA)

Step 1: Calculate the value of the function associated 

 (1)

 Where, A = 1 if tiM i1, 

Step 2: Arrange N jobs in ascending order of f (i) 

process times on all M machines.

Step 3: Calculate the makespan of the predetermined 
schedule through the recursive relation.

 (2)

Where, Tk
ij is the cumulative processing time up to 

the kth order for the ith job through jth machine.

2.2 Rajendran Heuristic (CR)

 Rajendran (CR) [10] has implemented a heuristic for 

preference relation is proposed and is used as the 
basis to restrict the search for possible improvement 
in the multiple objectives. This method is simple 
but repeating of steps is needed. This makes the 
evaluation time of the heuristic as high. 

Step 1:

are calculated.

Step 2:

Step 3:

2.3 Baskers Pascal’s Triangle Method (PTM)

Baskar and Anthony Xavier [11] reported a dummy 

Method (PTM) and Johnson’s algorithm. The 
advance of PTM had been proposed by Baskar and 

(3)
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Pascal’s Triangle is the triangular representation of 
the combinational elements of nCr,  

 

 The PFS problem of ‘n’ jobs to be processed 

involves in this heuristics are long process based 
and huge to solve.

3 PROPOSED HEURISTIC-EXPONENTIAL  
 DISTRIBUTION TECHNIQUE

This algorithm distributes a factor in the 
processing time of the jobs at each machine from 
the advancement of classical algorithm. This 
factor added to the job is evaluated through the 

obtained. 

 From the illustration of Palmer, the Palmer’s 

advancement of his methodology is proposed as a 

This heuristic provides ‘n’ values, and these are to 

 Using the taillard benchmark problem [13], the 

algorithms. The processing times vary from 1 to 99 
time units and they are generated using a random 
number generator for different seeds. 

Step 1: Let ‘n’ number of jobs to be machined on 
‘m’ machines. It is assumed that all jobs are present 
for processing at time zero. And one job can run 

machine order.

Step 2:

 (4)

Where,  Yj

 m = number of machines 
 T(m-i) = process time of job under (m-i)th 
            machine

Step 3:
order.
Step 4: Based on the sorted order, the jobs to be 

4. ANALYSIS OF EXPONENTIAL  
 DISTRIBUTION TECHNIQUE 

The set of results is obtained from the C++ program 

bound values of Taillard’s benchmark problems. 
The results of each set are graphical represented in 
Fig. 1-3.

(LB) is tabulated and graphically represented in 

algorithms and reaches LB about 78.5%. 

5. CONCLUSIONS

and computational criteria to identify the optimal 

LB chart. The processing times of jobs on machines 
are taken from taillard benchmark problems. It 
noticed that obtained minimum elapsed time for an 

computationally. The proposed heuristic give a 

others algorithms.
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Table 1. Comparison of heuristic’s makespan for 5 machines, 20 jobs.

Taillard Seeds Lower Bound GUPTA CR PTM EPDT
873654221 1232 1,409 1377 1398 1377
379008056 1290 1424 1468 1481 1360
1866992158 1073 1255 1379 1387 1236
216771124 1268 1485 1548 1438 1564
495070989 1198 1367 1387 1354 1342
402959317 1180 1387 1411 1310 1385
1369363414 1226 1403 1381 1438 1268
2021925980 1170 1395 1404 1339 1504
573109518 1206 1360 1425 1428 1434
88325120 1082 1196 1284 1237 1298

Table 2. Comparison of heuristic’s makespan for 10 machines, 20 jobs.

Taillard Seeds Lower Bound GUPTA CR PTM EPDT
587595453 1448 1829 1887 1896 1915
1401007982 1479 2021 2121 2073 1928
873136276 1407 1773 1786 1883 1737
268827376 1308 1678 1628 1703 1727
1634173168 1325 1781 2693 1718 1713
691823909 1290 1813 1835 1757 1618
73807235 1388 1826 1659 1725 1870
1273398721 1363 2031 1878 1821 1928
2065119309 1472 1831 1851 1832 1832
1672900551 1356 2010 1878 1876 2035

Table 3. Comparison of heuristic’s makespan for 20 machines, 20 jobs.

Taillard Seeds Lower Bound GUPTA CR PTM EPDT
479340445 1911 2833 2700 2614 2606
268827376 1711 2564 2600 2608 2516
1958948863 1844 2977 2742 2776 2575
918272953 1810 2603 2550 2628 2561
555010963 1899 2733 2815 2799 2513
2010851491 1875 2707 2518 2588 2697
1519833303 1875 2670 2730 2551 2687
1748670931 1880 2523 2582 2568 2676
1923497586 1840 2583 2615 2615 2553
1829909967 1900 2707 2472 2695 2372

Table 4. Overall comparison of heuristics using Taillard benchmark problems.

No. of machines CR GUPTA PTM EPDT
5 84.80 % 87.20 % 86.38 % 86.86 %
10 73.30 % 74.61 % 75.77 % 75.80 %
20 70.54 % 69.06 % 70.18 % 72.09 %
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Fig. 4

Fig. 3

Fig. 2

Fig. 1. 
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