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One of frequently asked question by medical and dental students / researchers is how to determine the 

sample size. Sample size calculations is necessary for approval of research projects, clearance from 

ethical committees, approval of grant from funding bodies, publication requirement for journals and 

most important of all justify the authenticity of study results. Determining the sample size for a study is 

a crucial component. The goal is to include sufficient numbers of subjects so that statistically significant 

results can be detected. Using too few subjects’ will result in wasted time, effort, money; animal lives 

etc. and may yield statistically inconclusive results. There are numerous situations in which sample size 

is determined that varies from study to study. This article will focus on the sample size determination 

for hypothesis testing that involves means, one sample t test, two independent sample t test, paired 

sample and one-way analysis of variance. 
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INTRODUCTION 

The ever-increasing demand for research has created a 
need for an efficient method of determining the sample 
size needed to be representative of a given population.1 
Sample size calculations is necessary for approval of 
research projects, clearance from ethical committees, 
approval of grant from funding bodies, publication 
requirement for journals and most important of all 
justify the authenticity of study results.2 Sample size 
determination is a mathematical process of deciding, 
before a study begins, how many subjects should be 
studied’.  Whatever type of research design is used for a 
study, the student/researcher will face the problem of 
sample size determination.3 Healthcare researchers, 
however, give little thought to sample size and choose 
the most convenient numbers (30, 50, 100, etc.) or time 
period (one month,6 months, one year, etc.) for their 
studies. They, and those who approve such studies, 
should realize that there are important statistical and 
ethical implications in the choice of sample size for a 
study.4 

A study with an overlarge sample may be 
deemed unethical through the unnecessary involvement 
of extra subjects and the correspondingly increased 
costs.5 On the other hand, a study with a sample that is 
too small will be unable to detect clinically important 
effects. Such a study may thus be scientifically useless, 
and hence unethical in its use of subjects and other 
resources.6 Using the appropriate number of subjects 
optimizes the probability that a study will yield 
interpretable results and minimizes research waste.7 

From a statistical perspective, studies with the optimal 
number of subjects have sufficient (neither too much nor 
too little) statistical “power” to detect findings.8 There 
are numerous situations in which sample size is 
determined that varies from study to study. This article 
will focus on the sample size determination for 
hypothesis testing that involves means, one sample t 
test, two independent sample t test, paired sample and 
one-way analysis of variance with examples. 
Parameters for sample size determination: 
An appropriate sample size is usually dependent upon 
six parameters; objectives of the study, variables of 
interest (categorical or quantitative), desired significance 
level, desired power, effect size/clinical important 
difference, measurement variability and one-tailed or 
two-tailed tests.9,10 
Objectives of the study: 
This information is a key in calculating the sample size 
because every situation has a separate formula for 
calculating the sample size, for example if you are 
studying correlations, you cannot apply the two-
independent sample t-test sample size formula. 
Moreover, if you are comparing means of two groups 
you cannot calculate the sample size through one 
sample proportion formula. Hence, the objectives of the 
study are the gateway for sample size calculation.11 
Variable(s) of interest: 
The nature of variables whether categorical (gender, 
socioeconomic status, occupation etc.) or quantitative 
(height, BMI, age etc.) also plays a key role in 
determining the sample size. For determination of 
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sample size for comparing two proportions the 
variable(s) of interest should be categorical, and for 
determining the sample size for one sample t test the 
variable(s) of interest should be quantitative. 
Desired level of significance: 
Level of significance is the probability at which null 
hypothesis is rejected. It is denoted by α. For example, if 
someone argues that "there's only one chance in a 
thousand this could have happened by coincidence", a 
0.001 level of statistical significance is being implied. 
The most frequently used values of α are 0.05, and 0.01, 
i.e., 5% and 1%. To reiterate, by 5% we mean that there 
are about 5 chances in 100 of incorrectly rejecting the 
null hypothesis or we can say that we are 95% confident 
in making the correct decision.12 It is also called type I 
error. The values against corresponding α can also be 
taken form published tables. 

Table-1: Normal deviates α values 
Alpha Zα (one sided) Zα/2 (two sided) 

0.20 (0.80) 0.84 1.28 
0.10 (0.90) 1.28 1.64 
0.05 (1.64) 1.64 1.96 
0.01 (0.99) 2.33 2.81 

Desired Power: 
The ability of a study to demonstrate an association or 
causal relationship between two variables given that an 
association exists. For example, 80% power in a clinical 
trial means that the study has an 80% chance of ending 
up with a p value of less than 5% in a statistical test (i.e. 
a statistically significant treatment effect) if there really 
was an important difference (e.g. 10% versus 5% 
mortality) between treatments.13,14 If the statistical 
power of a study is low, the study results will be 
questionable (the study might have been too small to 
detect any differences). By convention, 80% is an 
acceptable level of power. The values against 
corresponding Z values can also be taken form 
published tables. 

Table-2: Normal deviates 1-β values 
Power Z1-β 
0.80 0.84 
0.85 1.03 
0.90 1.28 
0.95 2.64 
0.99 2.33 

Effect size/clinical important difference: 
This parameter is the measured difference between 
comparisons groups that the investigator would like to 
detect. Suppose a study is designed to compare a 
standard diagnostic procedure of 80% accuracy with a 
new procedure of unknown but potentially higher 
accuracy.15 Suppose that the investigator believes that it 
would be a clinically important improvement if the new 
procedure were 90% accurate. Therefore, the 
investigator would choose a minimum expected 

difference of 10% (0.10). Generally, the setting of this 
parameter is subjective and is based on clinical 
judgment and experience with the problem being 
investigated. The results of literature review or a pilot 
study can also guide the selection of a minimum 
difference.16 
Measurement Variability: 
This parameter is represented by the expected standard 
deviation (SD) in the measurements made within each 
comparison group. A review of the literature can 
provide estimates of this parameter. For example, 
suppose we want to know the average TSH level in 
hypothyroidism patients. We’d like to be 99% confident 
about our result. From a previous study, we know that 
the standard deviation for such population is ±2.9. If 
preliminary data are not available, this parameter may 
have to be estimated on the basis of subjective 
experience, or a range of values may be assumed.17,18  
One tailed or two tailed tests: 
One important concept in significance testing is whether 
you use a one-tailed or two-tailed test of significance. 
The answer is that it depends on your hypothesis. When 
your research hypothesis states the direction of the 
difference or relationship, then you use a one-tailed 
probability. For example, a one-tailed test would be 
used to test these null hypotheses: Females BMI level 
will be significantly higher than males. CAD patients 
will have significantly higher cholesterol level than 
controls. In each case, the null hypothesis (indirectly) 
predicts the direction of the difference. On the other 
hand, a two-tailed test would be used to test these null 
hypotheses: The BMI of males and females does not 
vary significantly. The cholesterol level of CAD patients 
and healthy controls does not vary significantly.19 The 
recommendation is that if there is any doubt, a two-
tailed test should be done as it yields a larger sample 
size. 
Various effects in determining the sample size: 
 As the desired power increases  the sample size 

also increases   
 As the effect size decreases  the sample size 

increases  
 As the treatment effect increases  the sample size 

decreases   
 As measurement variability decreases  the sample 

size also decreases   
 As  (level of Significance) decreases  the sample 

Size increases   
 2-tailed tests have higher sample size as compared 

to 1-tailed tests  
Sample Size Determination Formulas: 
One Sample t test: 
Example-1 
We want to know whether birth weights of full-term 
infants who ultimately died of Sudden Infant Death 
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Syndrome (SIDS) is significantly different from that of 
other full-term births. A Sample of n=10 SIDS cases 
demonstrated that the average birth weight of 10 cases 
was 3000 grams with a Standard Deviation =720.0 
gram. The average birth weight of other full-term births 
was 3300 grams. How large a sample is needed to test 
the SIDS data with 90% power at α =0.05 (two sided). 
We want to detect the mean difference in birth weight of 
300 grams. The standard deviation is 720.0. 
Formula for determination of sample size for one 
sample t test is;  
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Where; 
Desired Power (Z1 - β) = 90% (1.28) 
Desired Level of Significance (Z1-α/2) = 0.05 (1.96) 
Mean Difference (µ1 - µ2) = 300 
Standard Deviation (σ) = 720.0 
Putting the values in the formula the required sample 
size is 61 infants. 
Two independent sample t test: 
There are two different situations for determining the 
sample size when comparing the means of two groups. 
First is when common Variance or Standard Deviation 
is given for both groups. The second is when separate 
Variance or Standard Deviation is given for both 
groups.20 
Example-2. Situation I (Common Variance or 
Standard Deviation): 
A study tested the cholesterol-lowering potential of 
dietary linoleic acid in mildly hypercholesterolemia 
subjects and healthy subjects. Values are plasma 
cholesterol levels (mmol/L) in two independent groups. 
Suppose that you are looking for a Mean difference (µo - 
µ1) of 1 mmol/L, α = 0.05, 1 – β = 90%, σ 2 = 2.55. How 
many individuals must be studied to achieve these 
conditions? 
Formula for determination of sample size for situation I 
is;  
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Where; 
Desired Power (Z1 - β) = 90% (1.28) 
Desired Level of Significance (Z1-α/2) = 0.05 (1.96) 
Mean Difference (µ1 - µ2) = 1mmol/L 
Standard Deviation (σ2) = 2.55 
Putting the values in the formula the required sample 
size is 54 subjects and 54 controls. 
Example-3: Situation II (Separate Variance or 
Standard Deviation): 
A clinical dietician wants to compare two different diets, 
A and B, for diabetic patients. She hypothesizes that diet 
A (Group 1) will be better than diet B (Group 2), in 
terms of lowering blood glucose. She plans to get a 

random sample of diabetic patients and randomly assign 
them to one of the two diets. At the end of the 
experiment, which lasts 6 weeks, a fasting blood glucose 
test was conducted on each patient. She also expects that 
the average difference in blood glucose measure 
between the two groups will be about 10 mg/dl. 
Furthermore, she also assumes the standard deviation of 
blood glucose distribution for diet A to be 15 and the 
standard deviation for diet B to be 17. The dietician 
wants to know the number of subjects needed in each 
group. 
Formula for determination of sample size for situation II 
is;  
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Where; 
Desired Power (Z1 - β) = 90% (1.28) 
Desired Level of Significance (Z1-α/2) = 0.05 (1.96) 
Mean Difference (µ1 - µ2) = 10 mg/dl 
Standard Deviation (σ1

2) for group A = 15 
Standard Deviation (σ2

2) for group B = 17 
Putting the values in the formula the required sample 
size is 54 subjects for diet A and 54 subjects for diet B. 
Paired sample t test: 
Example-4: 
A researcher sought to learn whether oat bran cereal 
lowered low density lipoprotein (LDL) cholesterol in 
hypercholesterolemic men. How large a sample is 
required if he wants to detect a mean change of 0.08 
mmol /L with a Standard Deviation of 0.4 mmo/L using 
level of significance = 0.05 and power = 90%. 
Formula for determination of sample size for paired 
sample t test is;  
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Where; 
Desired Power (Zβ) = 90% (1.28) 
Desired Level of Significance (Zα/2) = 0.05 (1.96) 
Mean Difference (µbefore - µafter) = 0.08 mmol/L 
Standard Deviation (σd) = 0.4 mmo/L 
Putting the values in the formula the required sample 
size is 262 subjects. 
One-way analysis of variance: 
The formula for two independent sample t test has 
limitation to determine the sample size for 2 groups 
only, whereas, with the help of the formula for one-way 
analysis of variance one can determine the sample size 
for 3 or more groups. 
Example-5: 
A four-arm (k=4) parallel group double blind 
randomized clinical trial is to be conducted to compare 
04 treatments. The comparison is made at a significance 
level of α = 0.05. Assume that the standard deviation 
within each group is σ = 3.5 and the true mean 
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responses for the four treatment groups are: µ1 = 8.25, µ2 

= 11.75, µ3 = 12.00 and µ4 = 13.00. Calculate the sample 
size at 80% power of study. 
Formula for determination of sample size for one-way 
analysis of variance is: 
 

 

 
The values of ʎ can be taken from the following table 
correspondingly to number of groups significance level 
and power of study. 

Table-3: ʎ values with k, 1-β and α 

 

Putting the values in the formula and extracting the 
values from the above table the required sample size is 
11 per group. 

CONCLUSION 
Sample size calculation is an extremely important step 
in designing and conducting the research. If not, enough 
subjects are available then the study should not be 
carried out or some additional source of subjects should 
be found. The accuracy of sample size calculations 
obviously depends on the accuracy of the estimates of 
the parameters used in the calculations. It is of prime 
importance to carefully consider the parameters to be 

used in determining the sample size. Sample size is best 
considered early in the planning of a study, when 
modifications in study design can still be made. 
Attention to sample size will hopefully result in a more 
meaningful study whose results will eventually receive a 
high priority for publication. 
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